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Motivation

Probing the new  territory 
(x,Q2) range

What is new at LHC:

Why we need to study:
- Although QCD is the basic 
theory of strong interactions its 
parameters are still not well 
known.
- Important background for new
territory in physics searches
enormous cross section: QCD can 
hide many possible signals of new 
physics
- QCD defines the hadronization 
process of partons whatever 
interaction mediator is in the 
hard production vertex 3

How do we proceed?

QCD is the theory that explains 
strong interactions as part of the 
Standard Model

What we need to study: 
- proton structure, 
- constrain the strong coupling
- pQCD theory components
- study non-perturbative effects
- tune Monte-Carlo generators

Collect puzzles!



Soft underlying event

h1 h2

XF(Q)

Soft interaction: production of
the low-pT hadrons

Hard interaction: production
of the high-pT objectsFactorization property

i j

p1=x1P1
p2=x2P2

µF – factorization scale separates long
and short distance physics

aS (µR) – running coupling constant
µR – renormalization scale
Q2 = -q2 – transferred momentum 

Parton distribution
function (PDF)

Partonic cross-section
computed in pQCD

QCD at hadron colliders

Fixed order pQCD

σ (Ph1 , Ph2)=∑ i , j∫ dx1dx2 f i/h1(x1 ,μ F2 ) f j /h2(x2 ,μF2 )σ̂ ij( p1 , p2 , α S (μ R) , Q 2 ;μ F2 ,μ R2 )

σ̂ ij= α S
k∑ n

(
α S
π )

n

σ ij
n
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How do we proceed

Hard interaction cross-section
Parton Distribution Functions
Parton showering details

Theory approximations
- Perturbative QCD (pQCD):
LO, NLO, NNLO calculations: ME + parton showering (PS),

threshold resummation
- non-pQCD: (Multi-parton interactions (MPI),

String/Cluster fragmentation models) 
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Reconstructed
particles, 
reconstructed jets
Measured 
Cross-sections
Multiplicity
Rapidity
Momentum of
Particles and
Jets, missing ET
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Soft particle production

Charged particle multiplicity
Scaling, correlations
Underlying event
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Charged particles

CMS-PAS-FSQ-15-008
EPJC 78 (2018) 697
JHEP 01 (2011) 079

new input to the dynamics of soft hadronic interactions: interplay between soft 
and hard processes: no one MC describes data in all configurations
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Fig. 3. (Top) Distributions of the pseudorapidity density of charged hadrons in the 
region |η| < 2 in inelastic pp collisions at 13 TeV measured in data (solid mark-
ers, combined track and tracklet results, symmetrized in η), and predicted by the
pythia8 CUETP8S1 and the epos LHC event generators (curves). The grey shaded 
area encompassing the data points indicates their correlated systematic uncertain-
ties. The blue band corresponds to the envelope of the CUETP8S1 tune parametric 
uncertainties. (Bottom) Center-of-mass energy dependence of dNch/dη||η|<0.5 in-
cluding ISR [15,16], UA5 [17,18], PHOBOS [19], and ALICE [20] data. The solid curve 
shows a second-order polynomial in ln(s) fit to the data points, including the new 
result at √s = 13 TeV. The dashed and dotted curves show the pythia8 CUETP8S1 
and epos LHC predictions, respectively. (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.)

methods, based on hit pairs and straight-line tracks in the barrel 
region of the CMS pixel detector, a charged hadron multiplicity at 
midrapidity, dNch/dη||η|<0.5 = 5.49 ± 0.01 (stat) ± 0.17 (syst), has 
been obtained for inelastic pp events. In the central region, the 
measured dNch/dη distribution is consistent with predictions of 
the pythia8 (with the CMS underlying event tunes CUETP8S1 and 
CUETP8M1) and epos LHC (LHC tune) event generators, while those 
in a wider η range are better described by the latter. These results 
constitute the first CMS measurement of hadron production at the 
new center-of-mass energy frontier, and provide new constraints 
for the improvement of perturbative and nonperturbative QCD as-
pects implemented in hadronic event generators.
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change of the slope at n~20



pT & xT & limiting fragmentation

The CMS results are consistent with 
xT=2pT/√s  scaling (pQCD prediction) 
with exponent N=4.9 +- 0.1

The rise of the <pT> with
multiplicity Is energy
independent

Sensitive to the interplay between soft,
semi-hard and hard particles production

8/6/16 Strong Interactions, HA, TAU 9

Event characteristics – forward region

CMS PAS FSQ-15-006 

Feynman’s scaling – limiting fragmentation

arXiv:1507.08765

$0 spectrum
Soft particles

Hard particles
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Consistent with the
hypothesis of limiting
fragmentation: 
production of forward 
particles is independent
on collision energy

JHEP 08 (2011) 086
JHEP 01 (2011) 079
EPJC 79 (2019) 391



Long-range correlations

Ridge at Df~0  and large Dh at high 
multiplicity in pp events 
at intermediate pT

PRL 116,172301(2016)     
PRL 116,172302(2016)
JHEP05 (2021), 290

Some results of the template fitting procedure are
shown in panels (b)–(f) of Fig. 3; a complete set of fit
results is provided in Ref. [46]. The scaled YperiphðΔϕÞ
distributions shifted up by G are shown with open points;
the YridgeðΔϕÞ functions shifted up by FYperiphð0Þ are
shown with the dashed lines, and the full fit function is
shown by the solid curves. The function in Eq. (3)
successfully describes the measured YðΔϕÞ distributions
in all Nrec

ch intervals. In particular, it simultaneously
describes the ridge, which arises from an interplay of
the concave YperiphðΔϕÞ and the cosine function, the
height of the peak in the YðΔϕÞ at Δϕ ∼ π, and the
narrowing of that peak which results from a negative
contribution of the 2v2;2 cos ð2ΔϕÞ term in the region near

Δϕ ¼ π=2. The agreement between the template functions
and the data allows for no significant Nrec

ch -dependent
variation in the width of the dijet peak at Δϕ ¼ π
except for that accounted for by the sinusoidal component
of the fit function. Including additional cos ð3ΔϕÞ
and cos ð4ΔϕÞ terms in Eq. (4) produces changes in the
extracted v2;2 values that are negligible compared to their
statistical uncertainties.
Previous analyses of two-particle angular correlations

in pp, pþ Pb, and Pbþ Pb collisions have traditionally
relied on the “zero yield at minimum” (ZYAM) hypothesis
to separate the ridge from the dijet peak at Δϕ ∼ π. In the
ZYAM method, the ridge is functionally defined to be
YðΔϕÞ − Ymin over the restricted range jΔϕj < ϕmin, where
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FIG. 3. Per-trigger-particle yields, YðΔϕÞ, for 0.5 < pa;b
T < 5 GeV in different Nrec

ch intervals in the 2.76 and 13 TeV data. Panel
(a) 0 ≤ Nrec

ch < 20 for both data sets. Panels (c) and (e) 50–60 and 70–80 Nrec
ch intervals for the 2.76 TeV data. Panels (b), (d) and

(f) 40–50, 60–70, and ≥ 90 Nrec
ch intervals for the 13 TeV data. In panels (b)–(f), the open points and curves show different components

of the template (see legend) that are shifted, where necessary, for presentation.

PRL 116, 172301 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

29 APRIL 2016

172301-4

Superposition the low 
multiplicity yield and 
modulation as cos(2Df). 
Extracted V2,2 exhibit 
factorization.

Qualitatively described effect: 
PYTHIA8 string shoving: 

interacting strings
EPOS LHC:  
hydrodynamical evolution
Of high-density core (formed by color
String fields)
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Agreement with
ATLAS and ALICE



Hard interactions

10

PDFs and aS measurement
DPS
DGLAP vs BFKL
Multijet correlations



Underlying events

Soft & semi-hard & hard
Beam remnants (BR): everything besides the 
hard (part of the) interaction, i.e

Initial (ISR) and final (FSR) state radiation

Multiple Parton Interactions (MPI). If higher pt
interactions → Double Parton Scattering

UE activity is typically 
studied in the transverse 
region in pp collisions as a 
function of the hard scale of 
the event, and at 
different centre-of-mass
energies (√s):
Particle production in 
MinBias events or events 
with high energy track or jet
(hadronic events)
Drell-Yan events, Top events 
(new)
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Underlying events
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JHEP 07 (2018) 032
EPJC 79 (2019) 123
JHEP 09 (2015) 137

ttbar eventsZ+jets
High pT track 
or Tracker jets

Towards 
Z boson
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Charged particles
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CMS,
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CMS,
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Figure 8: Comparison of the SpT density measured in Z events at
p

s = 13 TeV with that at 7
(CMS) [3] and 1.96 TeV (CDF) [9] in the transverse region as a function of p

µµ
T . The data are also

compared with the predictions of POWHEG + PYTHIA8 (solid line) and POWHEG + HERWIG++
(dashed-dotted line). The bottom panels of each plot show the ratios of the model predictions
to the measurements. The bands in the bottom panels represent the statistical and systematic
uncertainties added in quadrature.
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Double Parton scattering (DPS)
Two and more hard interactions within the same production vertex can happen.

seff is 2-10 (10 to 20) mb
for g(q) 

DPS is characterized by 

First observation in same sign WW at 13 TeV (138 fb-1):
CMS-PAS-SMP-21-013, Accepted by PRL
sDPS

WWinc=8𝟎. 𝟕 ±11.2(stat)+𝟗. 𝟓(syst)-8.6(syst)±12.1(model) fb
sDPS

WWfid=6. 𝟐𝟖 ±0.81(stat)±0.69(syst) ±0.37(model) fb
Observed significance = 6.2
seff = 12.2 +2.9-2.2 mb

8/6/16 Strong Interactions, HA, TAU 13

Multi-parton interactions

T(b) is the overlap function that characterizes the transverse area 
occupied by the interacting partons

The smaller the σeff the larger the probability of DPS – highly packed
partons

A

B

A

B

Inherent method to generate the minimum bias  and underlying event activities

8/6/16 Strong Interactions, HA, TAU 13

Multi-parton interactions

T(b) is the overlap function that characterizes the transverse area 
occupied by the interacting partons

The smaller the σeff the larger the probability of DPS – highly packed
partons

A

B

A

B

Inherent method to generate the minimum bias  and underlying event activities

13

T(b) is the overlap function of two 
interacting hadrons 

DPS with 4 jets events 
JHEP01 (2022) 177 (13 TeV):
A strong dependence of the 
extracted values of σeff 
on the model used to the describe 
the SPS contribution 
is observed.
seff = 7-35 mb
sDPS=15-70 nb

DPS with Z+jets
JHEP 2110(2021)176
Give the additional 
possibility 
to constrain MPI models



PDFs and  aS
For the fixed pQCD order and definite PDF evolution (DGLAP, BFKL, CCFM,..):
A) Define PDFs at fixed aS

B) Define aS for the particulary PDF set which gives the best approximation
of the Data by Theory

C) Combined PDFs and aS fit

14

Process Sensitivity

W mass measurement Valence quarks
W,Z production Quark flavor 

separation
W+c production Strange quark
Drell-Yan, high mass Sea quark, high-x, 

photon PDF
Drell-Yan low mass Low-x, resummation
W,Z+jets Gluon medium-x
Inclusive jets, multijets Gluon and aS(MZ)
Direct photon Gluon medium, high-x
ttbar, single top Gluon, aS(MZ)

Differential production 
(single, double, triple),
correlations, ratios, 
asymmetry



Jet production: sensitivity to g-PDF and to aS
CMS, 13 TeV, Integrated luminosity 36.3 fb-1

JHEP 02(2022) 142

Double-differential inclusive jet production
+ HERA DIS + the normalized triple-differential 
ttbar cross-section, DGLAP evolution
PDF and aS(MZ) = 0.1170+-0.0019 at NNLO 
(approximated by k from NLO), uncertainties 
comparable with world average
PDF at NLO extracted simultaneously with 
Wilson coefficient in EFT (SMEFT)

Comparison with NNLO

Comparison with NLO+NLL

NNLO
PDF

NLO PDF
with Contact
Interactions

No evidence for Contact 
Interactions:
95% confidence level 
exclusion limit for the 
left-handed model 
with constructive 
Interference 
Λ > 24 TeV

15
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W+c: strange quark PDF

13 TeV (CMS, 36 fb-1):
σ ( W + c ) = 1026 
± 31 (stat) ± 72 (syst) pb

PDFs are probed at
< x >≈ 0.007 
at the scale of W mass

16

CMS-PAS-SMP-21-005, submitted to EPJC

𝑅! =
𝑠 + 𝑠̅
&𝑢 + 𝑑̅

From neutrino scattering Rs=0.5
At Q2=1.9 GeV2 strange 
sea-quark density is suppressed

EPJC 79 (2019) 269

138fb-1EPJC 82(2022)1094



Z+c: towards c-PDFs

JHEP04 (2021) 109
EPJC 78(2018) 287

17

One step before c-quark PDF
extraction

Inclusive Z+c cross-section:
405.4 ± 5.6 (stat) 

± 24.3 (exp) 
± 3.7 (theo) pb

MadGraph5+MCatNLO:
524.9 ± 11.7 (theo) pb

MCatNLO and Sherpa
overestimate Z+c cross-section
at NLO and 
MCatNLO agreed with data
at LO.

For Z+jets, NLO calculations has better agreement
with data then L0 -> PDF overestimate c-content? 



Z+b: towards b-quarks PDFs 
and 4 vs 5-flavor schema

CMS: PRD 105 (2022) 092014
EPJC 77 (2017) 751

Current simulations are in NLO either in 4 or 5
FNS.
In 4 FNS b-quark does not contribute to PDF.
Massive b through gluon splitting
In 5 FNS b-quark typically massless but b
contributes to PDF

CMS 137fb-1

|pTl>35 GeV, pT
sublead>25 GeV

|h|<2.4, MZ=[71-111] GeV
Generator b-jet pT>30 GeV, |h|<2.4 
sfid(Z+>=1b) = 6.52+-0.04+-0.4+-0.014 pb
sfid(Z+>=2b) = 0.65+-0.03+-0.07+-0.02 pb

Normalized to fiducial
Cross-section

5 FNS
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Fig. 4 Differential fiducial cross section for Z(1b) production as a
function of the leading b jet pT (left), and the cross section ratio for
Z(1b) and Z+jets production as a function of the leading b/inclusive (j)
jet pT (right), compared with the MadGraph 5FS, MadGraph 4FS,
MadGraph5_aMC@NLO, and powhegminlo theoretical predictions
(shaded bands), normalized to the theoretical cross sections described

in the text. For each data point the statistical and the total (sum in
quadrature of statistical and systematic) uncertainties are represented
by the double error bar. The width of the shaded bands represents the
uncertainty in the theoretical predictions, and, for NLO calculations,
the inner darker area represents the statistical component only
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Fig. 5 Differential fiducial cross section for Z(1b) production as a
function of the leading b jet |η| (left), and the cross section ratio for
Z(1b) and Z+jets production as a function of the leading b/inclusive (j)
jet |η| (right), compared with the MadGraph 5FS, MadGraph 4FS,
MadGraph5_aMC@NLO, and powhegminlo theoretical predictions
(shaded bands), normalized to the theoretical cross sections described
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by the double error bar. The width of the shaded bands represents the
uncertainty in the theoretical predictions, and, for NLO calculations,
theoretical systematic uncertainties are added in the ratio plots with the
inner darker area representing the statistical component only
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W+-, Z production and aS

JHEP 06 (2020) 018

Sensitive to aS(mZ) due-to ISR, virtual gluon exchange, gq scattering (NLO, NNLO, …).
Calculate V-production cross-section at NNLO level for varying aS(mZ) and compare 
theoretical predictions to experimental data (12 samples with different decay modes). 

Cross-sections with CT14 and MMHT14 sets are the most sensitive to the underlying αS value. 
Robust and stable with respect to variations in the data and theoretical cross sections.
The result derived combining the CT14 and MMHT14 extractions:

αS(mZ)= 0.1175+0.0025−0.0028, has a ≈2.3% 
This extracted value is fully compatible with the current αS(mZ) world average. 19



Summary on aS
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MULTI-JET CORRELATIONS

• MATRIX ELEMENT EXPANSION AND PARTON SHOWER

• MULTI-PARTON INTERACTIONS AND HADRONIZATION

Theoretical predictions are based on 

Study with 3 jets and Z+2jets events 
at 8 and 13 TeV

4. Event samples and event selection 5

Table 2: Summary of the phase space selection for the three-jet and Z + 2 jet event selection.
The anti-kT jet algorithm distance parameter is Rjet = 0.5 for

p
s = 8 TeV and Rjet = 0.4 forp

s = 13 TeV.

3-jet event selection
transverse momentum of the leading jet (j1) pT1 > 510 GeV
transverse momentum for each jet and rapidity for j1,2 pT > 30 GeV , |y1,2| < 2.5
azimuthal angle difference between j1 andj2 2.14 < Df12 < p
transverse momentum ratio between j2 andj3 0.1 < pT3/pT2 < 0.9
angular distance between j2 and j3 Rjet + 0.1 < DR23 < 1.5
Z + 2 jet event selection
transverse momentum of Z (j1) pTZ > 80 GeV, |yZ | < 2
transverse momentum and rapidity for j2 pT2 > 80 GeV , |y2| < 1
transverse momentum and rapidity for j3 pT3 > 20 GeV, |y3| < 2.4
azimuthal angle difference between Z and leading j2 2 < |DfZ,2| < p
dimuon mass 70 < mZ < 110 GeV
angular distance between j3 andj2 0.5 < DR23 < 1.5

To facilitate the comparison of data with theoretical predictions, the data are unfolded from
detector level to stable particle level, so as to remove measurement effects and to determine
the true distribution of the observables. The unfolding is performed using the D’Agostini algo-
rithm [31] as implemented in the ROOUNFOLD software package [32] for multijet events, while
the SVD method [33] is used for Z + 2 jet events. The response matrix is derived from the full
detector simulation with MADGRAPH for multijet events and with SHERPA for the Z + 2 jet
events, as SHERPA is found to describe that data the best [21].

Systematic uncertainties from the jet energy scale calibration (JES), the jet energy resolution
(JER), pileup of extraneous pp collisions in the same bunch crossing (PU), model dependence,
as well as from the unfolding method are estimated. Each uncertainty is quoted as the maxi-
mum variation due to the corresponding systematic effect.

The systematic uncertainty from the JES is found to be 0.15% at
p

s = 8 TeV (0.24% for
p

s = 13
TeV) for the multijet case and 5 � 10% for the Z + 2 jet events.

The JER observed in data differs from that obtained from simulation and simulated jets are
therefore smeared to obtain the same resolution as in the data [34]. The systematic uncertainty
from JER is estimated by varying the JER uncertainty up and down by one standard deviation
which results to 0.16% at

p
s = 8 TeV (0.12% for

p
s = 13 TeV) for the multijet case and 2 � 3%

for the Z + 2 jet events.

Due to the normalization to the number of Z+1jet events, the Z + 2 jet distributions are more
affected by the JES and JER uncertainties as not only the shapes of the distributions but also
their normalization factors are disturbed. If we use a normalization to the integral of the his-
togram, the systematic uncertainties due to the JES and JER go down to 0.3 � 0.5% except for
the pT3/pT2 shape which is still sensitive to the JES up to 3%.

The contribution to the reconstructed jets from PU is reduced by applying the CHS technique
to remove tracks identified as originating from pileup vertices. In order to study the impact
from PU, the number of PU events in simulation is varied by shifting the minimum-bias cross
section by ± 5%. The resulting PU uncertainty is estimated to be 0.1% at

p
s = 8 TeV (0.17% forp

s = 13 TeV) for the multijet case and 1% for the Z + 2 jet events.

The dependence on the event generator used for the unfolding is estimated with two different

21



3-JET EVENTS VS Z+2JETS AT 8 TEV
3 jets

Z+jets

Normalization to Integral of histograms Normalization to Z+1jet events
Allow to estimate the rate of 2nd jet

22
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MULTIJETS MULTIPLICITY AND PT
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Figure 8: Differential cross section as a function of the exclusive jet multiplicity (inclusive for
7 jets) in bins of pT1 and Df1,2. The data are compared with LO predictions of PYTHIA 8, HER-
WIG++, MADGRAPH+PY8 and MADGRAPH+CA3. The predictions are normalized to the mea-
sured dijet cross section using the scaling factors shown in the legend. The vertical error bars
correspond to the statistical uncertainty, the yellow band shows the total experimental uncer-
tainty.
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Figure 9: Differential cross section as a function of the exclusive jet multiplicity (inclu-
sive for 7 jets) in bins of pT1 and Df1,2. The data are compared with NLO dijet predic-
tions MG5 aMC+Py8 (jj) and MG5 aMC+CA3 (jj) as well as the NLO three-jet prediction of
MG5 aMC+CA3 (jjj). The vertical error bars correspond to the statistical uncertainty, the yel-
low band shows the total experimental uncertainty. The shaded bands show the uncertainty
from a variation of the renormalization and factorization scales. The predictions are normal-
ized to the measured inclusive dijet cross section using the scaling factors shown in the legend.
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Figure 11: Transverse momentum distributions of the four leading jets. The transverse mo-
mentum of the leading and subleading (third and fourth leading) pT jets from left to right is
shown in the upper (lower) figure. The data are compared with LO predictions of PYTHIA 8,
HERWIG++, MADGRAPH+PY8 and MADGRAPH+CA3. The predictions are normalized to the
measured dijet cross section using the scaling factors shown in the legend. The vertical error
bars correspond to the statistical uncertainty, the yellow band shows the total experimental
uncertainty.
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Figure 12: Transverse momentum distributions of the four leading jets. The transverse momen-
tum of the leading and subleading (third and fourth leading) pT jets from left to right is shown
in the upper (lower) figure. The data are compared with NLO predictions MG5 aMC+Py8
(jj) and MG5 aMC+CA3 (jj) as well as the NLO three-jet prediction of MG5 aMC+CA3 (jjj).
The vertical error bars correspond to the statistical uncertainty, and the yellow band to total
uncertainty of the measurement. The bands show the uncertainty from a variation of the renor-
malization and factorization scales. The predictions are normalized to the measured dijet cross
section using the scaling factors shown in the legend.

Stringent test of theoretical predictions.
NLO suplemented by PB-TMD and TMD
Parton shower gives better description of
Lower jet multiplicity cross-section



Summary
l CMS  measures both hard and soft QCD processes in various phase space 
regions and compare them with a wide range of LO , NLO and NNLO 
calculations
l CMS measurements are used for the combinations with other experiments in 
global fits and in Monte-Carlo Models tuning. Validation of the QCD 
predictions (scaling properties, particles spectra, strong coupling behavior, 
PDFs, evolution, etc) allows to further constrain and tune existing models.
More results can be found in CMS public web page:

http://cms-results.web.cern.ch/cms-results/public-
results/publications/SMP/index.html
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Back-up
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Perturbative QCD (pQCD)
2

the proton are almost free, and are sampled essentially
one at a time in hard collisions. This picture leads to
the QCD-improved parton model, in which the hadronic
cross section for production of a final state X factor-
izes into products of pdfs fa and partonic cross sections
σ̂ab→X ,

σpp→X(s; αs, µF , µR)

=
∑

a,b

∫ 1

0
dx1dx2 fa(x1, αs, µF )fb(x2, αs, µF )

×σ̂ab→X(sx1x2; αs, µF , µR). (2.1)

Here µF and µR are the factorization and renormaliza-
tion scales, which are in principle arbitrary. In practice,
truncating the cross section at a given order in perturba-
tion theory induces dependence on µF and µR.

Although parton distributions are nonperturbative
quantities which must be measured experimentally at
some short-distance scale µ, their evolution with µ is gov-
erned by the DGLAP equation [8],

∂fa(x, µ)
∂ ln µ2

=
αs(µ)
2π

∫ 1

x

dξ

ξ
Pab(x/ξ, αs(µ))fb(ξ, µ), (2.2)

whose kernel is known through NNLO [9],

Pab(x, αs) = P (0)
ab (x)+

αs

2π
P (1)

ab (x)+
(αs

2π

)2
P (2)

ab (x)+O(α3
s).

(2.3)
The partonic cross section can be expanded similarly in
powers of αs,

σ̂ab→X(αs, µF , µR)

= [αs(µR)]nα

[
σ̂(0) +

αs(µR)
2π

σ̂(1)(µF , µR)

+
(

αs(µR)
2π

)2

σ̂(2)(µF , µR) + O(α3
s)

]
, (2.4)

where nα depends on the process. For typical collider
processes, µR might be of order 100 GeV, for which
αs(µR) ≈ 0.1. One might expect that the leading-order
(LO), or Born level, terms in the expansion (σ̂(0)) would
suffice to get a 10% uncertainty. However, for hadron col-
lider cross sections, corrections from the next-to-leading
order (NLO) terms in the αs expansion (σ̂(1)) can in-
crease the cross section by 30% to 80%. There are several
reasons for the large corrections, some of which we shall
discuss below. Thus, LO predictions are only qualitative;
quantitative predictions require NLO corrections. If a
few percent precision is desired, then the next-to-next-
to-leading order (NNLO) terms, may also be required.
Also one must be careful to describe the experimental
setup (cuts, etc.) sufficiently accurately.

A. Basic ingredients at fixed order

What ingredients enter a perturbative QCD calcula-
tion at LO, NLO, or NNLO? First of all, various partonic

NNLO

Zg
q
_

q
NLO

LO
+

−Z

q

_
q

e

e

Z

q

q
_

g

Z

q
_

_
q

g

FIG. 1: Sample Feynman diagrams contributing to Z boson
production at a hadron collider, at LO, NLO, and NNLO.
Only one diagram is shown for each contributing amplitude,
and some amplitudes are omitted.

scattering amplitudes are required. These amplitudes are
illustrated in fig. 1 for one of the simplest processes, the
inclusive production of a Z boson at a hadron collider,
followed by Z decay to an electron-positron pair. At LO,
only tree amplitudes are needed. In this example, a sin-
gle Feynman diagram contributes to qq̄ → Z → e+e−.
This diagram just needs to be squared, and convoluted
with the pdfs, while incorporating any experimental cuts
on the final state leptons.

At NLO, one-loop amplitudes contribute to virtual cor-
rections; for example, the one-loop correction to qq̄ → Z.
The virtual corrections must be combined with real radi-
ation; i.e., tree amplitudes having one additional parton
in the final state. In the Z example, the subprocesses are
qq̄ → Zg, qg → Zq and q̄g → Zq̄. The virtual and real
corrections are separately divergent in the infrared (IR),
which includes both soft and collinear regions. Usually
the IR divergences are regulated dimensionally, by letting
the number of spacetime dimensions be D = 4−2ε (with
ε < 0), and expanding both virtual and real contributions
in a singular Laurent expansion around ε = 0. There are
1/ε2 singularities that cancel between virtual corrections
and real corrections. Some of the 1/ε singularities also
cancel this way; others, representing initial-state collinear
singularities, are absorbed into a renormalization of the
pdfs. Ultraviolet poles are removed by coupling renor-
malization. The finite remainder is then convoluted with
the pdfs, as at LO.

At NNLO, there are three types of terms: two-loop
virtual corrections to the lowest-order process; mixed vir-
tual/real corrections from one-loop amplitudes with one
additional parton; and tree amplitudes with two addi-
tional partons, as shown in fig. 1. The IR cancellations
are increasingly intricate, beginning now at order 1/ε4.

As the number of final-state partons in a process grows,

http://www.slac.stanford.edu/
cgi-wrap/getdoc/slac-pub-13054.pdf

pQCD prediction at fixed order calculation
Singularities (soft and collinear) are: 

qpartially cancelled between real and 
virtual contributions,

q partially absorbed in PDFs and coupling 
renormalizations

Finally, fixed order QCD calculations are matched
with parton showers (PYTHIA or HERWIG) 
Monte-Carlo models which represent soft and 
collinear radiation patterns

OR in alternative approach non-perturbative and
Electroweak corrections are applied as weights

pQCD X X
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Fig. 2 NP corrections for the five regions in |y| as derived in Ref. [1], using pythia6 tune Z2 and herwig++ with the default tune of version 2.3,
in comparison to corrections obtained from powheg using pythia6 for showering with the two underlying event tunes P11 and Z2*

form of a0 + a1/p
a2
T is employed to smoothen statistical

fluctuations. For pT > 100 GeV the difference in the NP
correction factor between the two tunes is very small such
that their average is taken as CNP

NLO.
Since procedures to estimate uncertainties inherent to the

NLO + PS matching procedure are not yet well established
and proper tunes to data for powheg+ pythia6 are lacking,
the centre of the envelope given by the three curves from
pythia6, herwig++, and the powheg + pythia6 average

of tunes Z2* and P11 is adopted as the final NP correction for
the central results in Sects. 4 and 5. Half the spread among
these three predictions defines the uncertainty.

The NP correction, as defined for powheg + pythia6,
is shown in Fig. 2 together with the original factors from
pythia6 and herwig++, as a function of the jet pT for five
ranges in absolute rapidity |y| of size 0.5 up to |y| = 2.5.
The factors derived from both, LO + PS and NLO + PS MC
event generators, are observed to decrease with increasing

123

NP corr
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The PS corrections derived with powheg + pythia6 are
presented in Fig. 3. They are significant at large pT, partic-
ularly at high rapidity, where the factors approach −20 %.
However, the combination of powheg+ pythia6 has never
been tuned to data and the Z2* tune strictly is only valid for a
LO+PS tune with pythia6, but not with showers matched to
powheg. Moreover, powheg employs the CT10-NLO PDF,
while the Z2* tune requires the CTEQ6L1-LO PDF to be
used for the showering part. Therefore, such PS corrections
can be considered as only an illustrative test, as reported in
Sect. 4.3.

The maximum parton virtuality allowed in the parton
shower evolution, µ2

PS, is varied by factors of 0.5 and 1.5 by
changing the corresponding parameter PARP(67) in pythia6
from its default value of 4–2 and 6, respectively. The resulting
changes in the PS factors are shown in Fig. 3. The powheg
+ pythia6 PS factors employed in an illustrative test later
are determined as the average of the predictions from the
two extreme scale limits. Again, a parameterization using a
functional form of a0 + a1/p

a2
T is employed to smoothen

statistical fluctuations.
Finally, Fig. 4 presents an overview of the NP, PS, and

combined corrections for all five ranges in |y|.

4 Determination of the strong coupling constant

The measurement of the inclusive jet cross section [1], as
described in Sect. 2, can be used to determine αS(MZ), where
the proton structure in the form of PDFs is taken as a prereq-
uisite. The necessary theoretical ingredients are specified in
Sect. 3. The choice of PDF sets is restricted to global sets that
fit data from different experiments, so that only the most pre-
cisely known gluon distributions are employed. Combined
fits of αS(MZ) and the gluon content of the proton are inves-
tigated in Sect. 5.5.

In the following, the sensitivity of the inclusive jet cross
section to αS(MZ) is demonstrated. Subsequently, the fitting
procedure is given in detail before presenting the outcome of
the various fits of αS(MZ).

4.1 Sensitivity of the inclusive jet cross section to αS(MZ)

Figures 5, 6, 7 and 8 present the ratio of data to the theo-
retical predictions for all variations in αS(MZ) available for
the PDF sets ABM11, CT10, MSTW2008, and NNPDF2.1
at next-to-leading evolution order, as specified in Table 1.
Except for the ABM11 PDF set, which leads to QCD pre-
dictions significantly different in shape to the measurement,
all PDF sets give satisfactory theoretical descriptions of the
data and a strong sensitivity to αS(MZ) is demonstrated.
Because of the discrepancies, ABM11 is excluded from fur-
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Fig. 4 NP correction (top) obtained from the envelope of the predic-
tions of pythia6 tune Z2, herwig++ tune 2.3, and powheg+ pythia6
with the tunes P11 and Z2*, PS correction (middle) obtained from the
average of the predictions of powheg + pythia6 tune Z2* with scale
factor variation, and combined correction (bottom), defined as the prod-
uct of the NP and PS correction, for the five regions in |y|

ther investigations. The CT10-NLO PDF set is chosen for
the main result on αS(MZ), because the value of αS(MZ)

preferred by the CMS jet data is rather close to the default
value of this PDF set. As crosschecks fits are performed with
the NNPDF2.1-NLO and MSTW2008-NLO sets. The CT10-
NNLO, NNPDF2.1-NNLO, and MSTW2008-NNLO PDF
sets are employed for comparison.
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Fig. 4 Overview of the theoretical correction factors. For each of the
six analysis bins the NLO QCD (top left), the electroweak (top right),
and the NP correction factor (bottom) are shown as a function of pT,avg.

The NLO QCD correction has been derived with the same NLO PDF
in numerator and denominator and is included in the NLO prediction
by NLOJet++

choice for µ0 compared to a prediction with µ0 = pT,avg.
The predictions for cross sections obtained with different
central scale choices are compatible within the scale uncer-
tainties. The calculation is performed using the PDF sets
CT14, ABM11 [36], MMHT2014 [37], and NNPDF 3.0 [38]
at next-to-leading evolution order which are accessed via the
LHAPDF 6.1.6 interface [39,40] using the respective val-
ues of αS(MZ) and the supplied αS evolution. The size of the
NLO correction is shown in Fig. 4 top left and varies between
+10% and +30% at high pT,avg and low yb.

The fixed-order calculations are accompanied by NP cor-
rections, cNP

k , derived from the LO MC event generators
pythia 8.185 [41] and herwig++ 2.7.0 [42] with the tunes
CUETP8M1 [43] and UE-EE-5C [44], respectively, and the
NLO MC generator powheg [45–48] in combination with
pythia 8 and the tunes CUETP8M1 and CUETP8S1 [43].

The correction factor cNP
k is defined as the ratio between

the nominal cross section with and without multiple parton

interactions (MPI) and hadronisation (HAD) effects

cNP
k = σ PS+HAD+MPI

k

σ PS
k

,

where the superscript indicates the steps in the simulation:
the parton shower (PS), the MPI, and the hadronisation. The
corresponding correction factor, as displayed in Fig. 4 bot-
tom, is applied in each bin k to the parton-level NLO cross
section. It differs from unity by about+10% for lowest pT,avg
and becomes negligible above 1 TeV.

To account for differences among the correction
factors obtained by using herwig++, pythia 8, and
powheg+pythia 8, half of the envelope of all these predic-
tions is taken as the uncertainty and the centre of the envelope
is used as the central correction factor.

The contribution from EW effects, which arise mainly
from virtual exchanges of massive W and Z bosons, is rel-

123
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QCD Evolution equation
Connection between various scales in QCD (for instance, between PDF and the 
high-momentum scattering) is performed via evolution differential equations.

In small-x region standard 
approach to NLO QCD
perturbative calculations. 
DGLAP (expansion in terms 
of power of aS ln(Q2)) is predicted to 
be not sufficient. 

Need to develop alternative approaches:
BFKL (expansion in terms of ln(1/x)).
CCFM  angular and energy ordering
LDC (Linked dipole chain) 
…

Non perturbative effects,
Multi Parton Interaction
(MPI) etc. models have to 
be tuned to data.

DGLAP

BFKL?
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JHEP 1009 (2010) 091

Jet clustering technique
Fixed cone algorithms:

Iterative Cone (CMS) / JetClu (ATLAS)
Midpoint algorithm (CDF/D0)
Seedless Infrared Safe Cone (SISCone)

Successive recombination algorithms:

p=1 ->kT jet algorithm
p=0 ->CA jet algorithm
p=-1 ->“Anti-kT” jet algorithm

if(dij < diB) add i to j
and recalculate pj

p=1 p=0

p=-1

Siscone
Iterative cone

CMS uses R=0.5,0.7 in Run1
R=0.4,0.6 in Run2 

ATLAS uses R=0.4,0.6 in Run1,2

dij =min(kti2p ,ktj2p)
δij
2

R2

diB=kti
2p
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Jet reconstruction in detector
Calorimeter jets (CaloJets):
Jet clustered from 
Calorimeter 
Towers (CMS,ATLAS)
Or TopoClusters
(ATLAS)
CaloMET

ParticleFlow jets (PFJets):
Jet clustered from Particle
Flow objects (a la generator
level particles) which are
reconstructed based on
cluster separation.
Subdetectors: 
ECAL,HCAL,
Tracker, Muon

PFMET

Tracker jets (TrackJets):
Jet clustered from Tracks

Subdetectors: 
Tracker

(ATLAS,CMS, ALICE)

All subdetectors
participate in
reconstruction

The residual
jet energy 
corrections is
applied on top
of all algorithms

Anti-Kt clustering
algorithm is applied
to the different
objects

JetPlusTrack jets (JPTJets):
Starting from calorimeter 
jets tracking information is 
added via subtracting 
average response and 
replacing with tracker
measurements.
Subdetectors:     
ECAL,HCAL,
Tracker, Muon
TcMET CMS

CMS
29



Addition to SMP-20-011
JHEP 02(2022) 142

EWK Corrections
At NLO accuracy

Fixed pQCD at NLO and NNLO with NLOJet++ and NNLOJET
NLO calculation in FASTNLO.
NLO improved to NLO+NLL using MEKS
PDF sets: CT14, NNPDF 3.1, MMHT2014 (includes 7 TeV ATLAS and CMS jet data), 
ABM16 (no 7 TeV jet data), HERAPDF 2.0 (HERA DIS only)

µf=µR=pTjet ( or HT)

NP corrections:
PYTHIA 8 CP1 tune
HERWIG++ EEC5 tune
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Multi-jet correlations

�Matrix element expansion and parton shower
�Multi-parton interactions and hadronization

Theoretical predictions are based on 
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Azimuthal decorrelations

EPJC 76 (2016) 536
CMS-PAS-SMP-17-009

Dfjj in bins of pT1 for pT>100 GeV, 
pT1>200GeV, |y1|<2.5,|y2|<2.5

Comparison is done
with fixed-order 
pQCD (NLO)
and with LO ME+PS

3-jet NLO

4 jet LO

multijets

References 11
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Figure 6: Ratios of PH-2J + PYTHIA8, PH-3J + PYTHIA8 and MADGRAPH + PYTHIA8 predictions
to data, of the normalized inclusive 3-jet distributions as a function of the azimuthal difference
of the two leading jets Df1,2, for all p

max
T regions. The solid band indicates the total experimental

uncertainty and the error bars on the MC points represent the statistical uncertainties of the
simulated data.

Back-to-back region of dijet 
correlations-sensitive probe
of soft gluon radiation

Deviations (~10%) are observed for
all tested generators
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Angular correlations of jets

JHEP08(2016)139

•  Events with at least two jets passing cuts: pT>35 GeV in |η|<4.7
•  For a pair of jets with the largest Δη (CMS) the angular distance is

calculated: Δφ = φ1 – φ2

Cn(Dy,pTmin) = <cos(n(p-Df))>

DGLAP generators 
start to be worse in 
high Dy description

Analytical BFKL
calculations at NLL
accuracy with an optimized  
renormalization schema
provide reasonable
description of
data for the measured jet
variables at Dy>4 
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Figure 3: Left: The measured ratios C2/C1 (top row) and C3/C2 (bottom row) as a function of
rapidity difference Dy are compared to LL DGLAP parton shower generators and to the NLO
generator POWHEG interfaced with PYTHIA 6 and PYTHIA 8. Right: Comparison of the ratios to
the MC generator SHERPA with parton matrix element matched to a LL DGLAP parton shower,
to the LL BFKL-inspired generator HEJ with hadronisation by ARIADNE, and to analytical NLL
BFKL calculations at the parton level. 33



W+c: strange quark PDF

13 TeV (CMS, 36 fb-1):
σ ( W + c ) = 1026 ± 31 (stat) ± 72 (syst) pb

PDFs are probed at
< x >≈ 0.007 
at the scale of W mass

34

CMS-PAS-SMP-21-005

𝑅! =
𝑠 + 𝑠̅
&𝑢 + 𝑑̅

From neutrino scattering Rs=0.5
At Q2=1.9 GeV2 strange 
sea-quark density is suppressed

EPJC 79 (2019) 269

138fb-1



7, 8, 13 TeV with 5, 20, 36 fb-1

Differential cross-section if inclusive W+-, Z/g* and W+-.Z+jets, ttbar, inclusive jets, direct
Photons; DGLAP evolution is used

PDF global fit

ATLAS: EPJC 82(2022) 438

No
8TeV
W/Z

No
8 TeV
V+jets

No 13 TeV
top

No 8 TeV
jets

Resulting pdf set: 
ATLASpdf21 35



Z+b: towards b-quarks PDFs 
and 4 vs 5-flavor schema

ATLAS: PRD2022 (submitted) – high-pT b-quark
JHEP07 (2020)44

CMS: PRD 105 (2022) 092014
EPJC 77 (2017) 751

Current simulations are in NLO either in 4 or 5
FNS.
In 4 FNS b-quark does not contribute to PDF.
Massive b through gluon splitting
In 5 FNS b-quark typically massless but b
contributes to PDF

CMS 137fb-1

|pTl>35 GeV, pT
sublead>25 GeV

|h|<2.4, MZ=[71-111] GeV
Generator b-jet pT>30 GeV, |h|<2.4 
sfid(Z+>=1b) = 6.52+-0.04+-0.4+-0.014 pb
sfid(Z+>=2b) = 0.65+-0.03+-0.07+-0.02 pb

ATLAS 35.6 fb-1

Normalized to fiducial
Cross-section

5 FNS
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Fig. 4 Differential fiducial cross section for Z(1b) production as a
function of the leading b jet pT (left), and the cross section ratio for
Z(1b) and Z+jets production as a function of the leading b/inclusive (j)
jet pT (right), compared with the MadGraph 5FS, MadGraph 4FS,
MadGraph5_aMC@NLO, and powhegminlo theoretical predictions
(shaded bands), normalized to the theoretical cross sections described

in the text. For each data point the statistical and the total (sum in
quadrature of statistical and systematic) uncertainties are represented
by the double error bar. The width of the shaded bands represents the
uncertainty in the theoretical predictions, and, for NLO calculations,
the inner darker area represents the statistical component only
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Fig. 5 Differential fiducial cross section for Z(1b) production as a
function of the leading b jet |η| (left), and the cross section ratio for
Z(1b) and Z+jets production as a function of the leading b/inclusive (j)
jet |η| (right), compared with the MadGraph 5FS, MadGraph 4FS,
MadGraph5_aMC@NLO, and powhegminlo theoretical predictions
(shaded bands), normalized to the theoretical cross sections described

in the text. For each data point the statistical and the total (sum in
quadrature of statistical and systematic) uncertainties are represented
by the double error bar. The width of the shaded bands represents the
uncertainty in the theoretical predictions, and, for NLO calculations,
theoretical systematic uncertainties are added in the ratio plots with the
inner darker area representing the statistical component only
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Figure 6: Mean charged-particle average transverse momentum as a function of charged-particle multiplicity in
transverse region Nch(Transverse) (left) and as a function of plead

T (right), for each of the transverse (top), trans-
min (middle) and trans-max (bottom) azimuthal regions. The error bars on data points represent statistical uncer-
tainty and the blue band the total combined statistical and systematic uncertainty.
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Dead cone effect for heavy quarks

ALICE: Nature volume 605, p. 440–446 (2022)

J. Physics G: Nucl. Part. Phys. 17 1602: dead cone in soft gluon radiation by heavy quark.

The dead cone size depends on
m/E

First direct observation of the dead cone effect.


