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Introduction
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Measurements of processes involving top quarks are of major importance to check predictions 
of the SM and provide sensitivity to new physics beyond the SM (BSM). 

In the last years, the ATLAS experiment at the LHC performed precise measurements of the 
top quark properties and measured also “rare” SM processes associated with top quarks. 

Will present some of the most recent and relevant results released by the ATLAS collaboration 
in 2021 ⇒ full list can be found here.

(I) Measurements of the inclusive and differential production cross 
sections of a tt pair in association with a Z boson at √s = 13 TeV with 
the ATLAS detector 

(II) Measurement of the tttt production cross section in pp collisions at        
√s = 13 TeV with the ATLAS detector 

(III) Measurements of differential cross-sections in tt events with a high pT 
top quark and limits on BSM contributions to tt production with the 
ATLAS detector 

(IV) Measurement of the polarisation of single top quarks/antiquarks 
produced in the t-channel collected with the ATLAS detector at          
√s = 13 TeV and bounds on the tWb dipole operator

ATLAS-CONF-2021-027

ATLAS-CONF-2021-31

arXiv:2106.11683

arXiv:2103.12603➡

➡

➡

➡

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults
https://cds.cern.ch/record/2773738/
https://cds.cern.ch/record/2777237
https://arxiv.org/abs/2106.11683
https://arxiv.org/abs/2103.12603
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(I) 
Inclusive & differential  

ttZ cross sections
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ttZ: Introduction 
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Production of top quark pairs in association with a Z boson (ttZ): 

Rare process in the SM ⇒ around 1000 times smaller than tt only. 

Inclusive cross-section measurement was performed by ATLAS in 2019, but without using 
the full Run II dataset: 

‣ σttZ = 0.95 ± 0.08 (stat.) ± 0.10 (syst.) pb    Phys. Rev. D 99 (2019) 072009 

Full Run II dataset (139 fb-1) provides sufficient statistics to measure this process also 
differentially.

Z        
q        

q        
_

Provides access to top-Z coupling ⇒ interesting in the 
context of effective field theory (EFT) interpretations. 

Important background for SM searches/measurements. 

Theory predictions exist at NLO+NNLL precision       
⇒ see JHEP 08 (2019) 039, EPJC 80 (2020) 428. 

Leptonic and hadronic decay modes of the Z boson and 
tt system ⇒ different lepton multiplicities in final 
states. 
‣ Analysis regions based on multi-lepton signatures 

(3l, 4l) ⇒ highest sensitivities.

https://twiki.cern.ch/twiki/pub/LHCPhysics/TopPairXHistory/ttX_summary_sep20.pdf
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.072009
https://link.springer.com/article/10.1007/JHEP08(2019)039
https://link.springer.com/article/10.1140/epjc/s10052-020-7987-6
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ttZ: Inclusive measurement 
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Simultaneous maximum-likelihood fit in 3l/4l signal regions (SR) and control regions (CR) for 
WZ/ZZ+jets to obtain signal-strength parameter: µttZ = σData/σSM. 

‣ Fit performed separately in 3l, 4l and combined 3l + 4l channels ⇒ consistent results. 

‣ Inclusive ttZ cross section is computed for specific fiducial phase-space, assuming on-shell 
decay of Z boson: 70 GeV < mll < 110 GeV.  

‣ Compatible with previous ATLAS result and latest CMS measurement in same fiducial    
phase-space ⇒ see JHEP 03 (2020) 056.
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Figure 6: Post-fit distributions of the (a) pT and (b) rapidity of the Z boson in the combination of the trilepton and
tetralepton regions. The shaded band includes all sources of statistical and systematic uncertainty after the combined
fit. The lower panel shows the ratio of data to the total SM prediction. The uppermost bins include all events above
the x-axis ranges. The blue triangular marker in the lower panel of (a) points to the position of a data point which lies
slightly beyond the y-axis range shown.

Table 6: Measured µt t̄Z parameters obtained from the fits in the di�erent lepton channels. The uncertainties include
statistical and systematic sources. The uncertainty of the theoretical prediction of the tt̄Z cross section (see Section 3)
is not considered for the µt t̄Z values.

Channel µt t̄Z

Trilepton 1.17 ± 0.07 (stat.) +0.12
�0.11 (syst.)

Tetralepton 1.21 ± 0.15 (stat.) +0.11
�0.10 (syst.)

Combination (3` + 4`) 1.19 ± 0.06 (stat.) ± 0.10 (syst.)

The cross section is measured to be

�(pp ! tt̄Z) = 0.99 ± 0.05 (stat.) ± 0.08 (syst.) pb.

The result agrees with the SM prediction of 0.84+0.09
�0.10 pb at NLO QCD and EW accuracy [46, 47] and more

recent calculations including NNLL corrections or the complete set (QCD and EW) of NLO corrections [14,
15].

The contributions from the relevant uncertainties of the measured cross section are summarised in Table 7.
For this table, the uncertainties are grouped into several type-related categories and are shown together with
the total uncertainty. As none of the uncertainties show significant asymmetries, they are symmetrised.
The dominant uncertainty sources can be attributed to the tt̄Z parton shower, the modelling of the tW Z

background, and jet flavour-tagging. It should be noted that the uncertainty in the cross section due to the
systematic uncertainty on the luminosity is larger than the 1.7% mentioned in Section 7.1, as the luminosity
a�ects both signal and background normalisation.

21

 arXiv:2103.12603
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Figure 6: Post-fit distributions of the (a) pT and (b) rapidity of the Z boson in the combination of the trilepton and
tetralepton regions. The shaded band includes all sources of statistical and systematic uncertainty after the combined
fit. The lower panel shows the ratio of data to the total SM prediction. The uppermost bins include all events above
the x-axis ranges. The blue triangular marker in the lower panel of (a) points to the position of a data point which lies
slightly beyond the y-axis range shown.

Table 6: Measured µt t̄Z parameters obtained from the fits in the di�erent lepton channels. The uncertainties include
statistical and systematic sources. The uncertainty of the theoretical prediction of the tt̄ Z cross section (see Section 3)
is not considered for the µt t̄Z values.

Channel µt t̄Z

Trilepton 1.17 ± 0.07 (stat.) +0.12
�0.11 (syst.)

Tetralepton 1.21 ± 0.15 (stat.) +0.11
�0.10 (syst.)

Combination (3` + 4`) 1.19 ± 0.06 (stat.) ± 0.10 (syst.)

The cross section is measured to be

�(pp! tt̄ Z ) = 0.99 ± 0.05 (stat.) ± 0.08 (syst.) pb.

The result agrees with the SM prediction of 0.84+0.09
�0.10 pb at NLO QCD and EW accuracy [46, 47] and more

recent calculations including NNLL corrections or the complete set (QCD and EW) of NLO corrections [14,
15].

The contributions from the relevant uncertainties of the measured cross section are summarised in Table 7.
For this table, the uncertainties are grouped into several type-related categories and are shown together with
the total uncertainty. As none of the uncertainties show significant asymmetries, they are symmetrised.
The dominant uncertainty sources can be attributed to the tt̄ Z parton shower, the modelling of the tW Z

background, and jet flavour-tagging. It should be noted that the uncertainty in the cross section due to the
systematic uncertainty on the luminosity is larger than the 1.7% mentioned in Section 7.1, as the luminosity
a�ects both signal and background normalisation.

21

https://twiki.cern.ch/twiki/pub/LHCPhysics/TopPairXHistory/ttX_summary_sep20.pdf
https://link.springer.com/article/10.1007/JHEP03(2020)056
https://arxiv.org/abs/2103.12603


6

ttZ: Differential measurements 
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Table 8: Summary of the variables used for the di�erential measurements. Some variables are considered for the
trilepton or tetralepton signal regions only, as indicated. The jet multiplicity is measured for the two topologies
separately, whereas for the variables related only to the kinematics of the / boson (?/T and |H/ |), the trilepton and
tetralepton regions are combined.

Variable Definition

3✓
+

4✓ ?
/

T Transverse momentum of the / boson

|H/ | Absolute value of the rapidity of the / boson

3✓

#jets Number of selected jets with ?T > 25 GeV and |[ | < 2.5

?
✓ ,non-/
T Transverse momentum of the lepton which is not associated with the / boson

|�q(/ , Clep) | Azimuthal separation between the / boson and the top quark (antiquark) featuring the , ! ✓a decay

|�H(/ , Clep) | Absolute rapidity di�erence between the / boson and the top quark (antiquark) featuring the , ! ✓a decay

4✓

#jets Number of selected jets with ?T > 25 GeV and |[ | < 2.5

|�q(✓+
C
, ✓

�
C̄
) | Azimuthal separation between the two leptons from the CC̄ system

|�q(CC̄, /) | Azimuthal separation between the / boson and the CC̄ system

?
C C̄

T Transverse momentum of the CC̄ system

probes of the CC̄/ vertex. These variables therefore o�er sensitivity to a number of BSM e�ects which
could modify the coupling between the / boson and the top quark.

The absolute azimuthal separation between the two leptons associated with the top quarks (|�q(✓+
C
, ✓

�
C̄
) |) in

tetralepton events provides sensitivity to BSM e�ects modifying the spin correlations between the two
top quarks. The transverse momentum of the CC̄ system (?C C̄T ) is sensitive to the MC modelling of the
hard-scattering process as well as the modelling of the QCD radiation in the parton shower.

In order to construct the |�q(/ , Clep) | and |�H(/ , Clep) | variables in the trilepton regions, the full four-vector
of the leptonic top quark from the CC̄ system (Clep) is required.9 For both detector- and particle-level
quantities the reconstructed ⇢

miss
T (both its magnitude and azimuthal angle), is first attributed to the neutrino

from the associated , boson decay. The SM value of the , boson mass [33] is then used to determine the
I-component of the neutrino momentum by analytically solving the corresponding quadratic equation. In
many cases the solution is ambiguous. For those, both real solutions are considered. For cases in which
the discriminant of the quadratic equation is negative, the ?T of the neutrino is set to the particular value
which yields a single solution. In order to form the final top-quark candidate, the reconstructed leptonically
decaying , boson candidate — or candidates in the case of two neutrino solutions — is added, via a
four-vector sum, to the closer (in �') of the two reconstructed jets in the event with the highest output
from the 1-tagging algorithm (MV2c10). At particle level, the two jets which are ghost-matched to a
1-hadron (as described in Section 4.2) are considered. In the case of only a single such ghost-matched jet,
that jet is selected to form the top-quark candidate. Events with two distinct neutrino solutions will have
two possible top-quark candidates, so the one with an invariant mass of the ,–1 system more consistent
with a top-quark decay is chosen.

In the tetralepton channel the CC̄ system is reconstructed in the transverse plane only. The underlying

9 The leptonic top quark is defined as the top quark or antiquark which decays via C ! ,1, , ! ✓a.

23

pT(Z): parton Njet: particle in 4l|Δφ(Z,tt)|: parton

Differential cross-section measurements performed in nine observables probing 
the kinematics of the ttZ system. 

Absolute and normalised measurements (reduced systematics) ⇒ unfold to 
particle/parton-level using Iterative Bayesian Unfolding (see here). 

Evaluating compatibility between data and theoretical predictions by computing 
χ2/ndf and p-values for differential distributions. 
‣ All p-values > 0.05 ⇒ largest tensions in pT of Z boson and Δφ between              

Z boson and tt system.
 arXiv:2103.12603

https://www.sciencedirect.com/science/article/pii/016890029500274X?via=ihub
https://arxiv.org/abs/2103.12603
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(II) 
Measurement of tttt    

cross section
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tttt: Introduction 
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Production of four top quarks (tttt): 

Very small expected cross section: σtttt = 12 ± 2.4 fb (NLO EW+QCD)    JHEP 02 (2018) 031

Process sensitive to magnitude and CP properties 
of top-Higgs Yukawa coupling 

Also sensitive to BSM scenarios and EFT 
operators (e.g. modifying the four-fermion 
couplings). 

Similarly to ttZ, tttt events can give rise to various 
final states covering different lepton 
multiplicities. 

Earlier published 2l (SS), 3l results: EPJC 80 
(2020) 1085 ⇒ recently combined with the results 
in the 1l, 2l (OS) channels. 

Multi-lepton channels have smaller background 
contaminations but lower branching ratio. 

‣ BR[2l (SS), 3l] = 13%, BR[1l, 2l (OS)] = 57%.

ATLAS-PHYS-PUB-2020-12

https://link.springer.com/article/10.1007/JHEP02(2018)031
https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://cds.cern.ch/record/2718946
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tttt: Analysis strategy 

EPJC 80 (2020) 1085

arXiv:2103.12603

2l(SS)/3l analysis: 
Select 2l (SS) or 3l events and train boosted decision tree (BDT) 
to separate tttt from background. 

Use CRs for ttW and reducible background sources from fake/non-
prompt leptons (e.g. heavy-flavour decays, γ-conversions). 

Apply binned maximum-likelihood fit to BDT score to determine 
µtttt  and inclusive cross section. 

1l/2l(OS) analysis: 
Use different regions with 1l or 2l 
(OS) selections, further separated by 
Njets and Nb-jets. 
‣ Twelve regions in 1l, nine regions 

in 2l (OS) channel. 

All SRs have Nb-jets ≥ 3, Njets ≥ 7. 

Use binned fit to different variables   
to extract µtttt. 
‣  BDT score in SRs & HT in CRs.

BDT scores in the 2l(SS)/3l, 1l and 2l(OS) channels

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://arxiv.org/abs/2103.12603
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tttt: Results and combination of channels  

1l/2l(OS) yields (top) and 2l(SS)/3l 
limit (bottom)

EPJC 80 (2020) 1085

arXiv:2103.12603
Results of 1l/2l (OS) and 2l (SS)/3l analyses deliver 
compatible µtttt values ⇒ combination for the final cross-
section measurement: 

Most relevant systematics in the two analysis are different        
⇒ limited impact of systematics correlations. 

Higher precision in 2l (SS)/3l ⇒ dominates combined result.

Table 3: The contribution from di�erent systematic uncertainties to the measured CC̄CC̄ production cross section,
f
C C̄ C C̄

, grouped into categories. For each uncertainty source, the fit is repeated with the corresponding group of
nuisance parameters fixed to their best-fit values, \̂\\. The contribution from each source, �f

C C̄ C C̄
, is then evaluated

by subtracting in quadrature the uncertainty in f
C C̄ C C̄

obtained in this fit from that of the full fit. The contributions
from individual groups are compared with the total systematic uncertainty and the statistical uncertainty. The total
systematic uncertainty is di�erent from the sum in quadrature of the di�erent groups due to correlations among
nuisance parameters in the fit.

Uncertainty source �f
C C̄ C C̄

[fb]

Signal Modelling

CC̄CC̄ modelling +8 �3

Background Modelling

CC̄+�11 modelling +8 �7
CC̄+�12 modelling +5 �4
CC̄+jets reweighting +4 �3
Other background modelling +4 �3
CC̄+light modelling +2 �2

Experimental

Jet energy scale and resolution +6 �4
1-tagging e�ciency and mis-tag rates +4 �3
MC statistical uncertainties +2 �2
Luminosity < 1
Other uncertainties < 1

Total systematic uncertainty +15 �12

Statistical uncertainty +8 �8

Total uncertainty +17 �15

uncertainties associated with the reducible backgrounds in the 2LSS/3L final state and uncertainties related
to the data-driven corrections to the CC̄+jets background in the 1L/2LOS final state are uncorrelated.

The CC̄CC̄ signal strength from the combination of the two final states is measured to be

` = 2.0 ± 0.4 (stat.) +0.7
�0.5 (syst.) = 2.0 +0.8

�0.6.

The best-fit CC̄CC̄ signal strengths for the 1L/2LOS and 2LSS/3L final states fitted separately, and for the
combination of the two final states, are summarised in Figure 12. The fitted ` values are consistent
between the two final states, which are dominated by di�erent backgrounds and di�erent uncertainties.
The combined SM CC̄CC̄ production cross section is measured to be

f
C C̄ C C̄

= 24 ± 4 (stat.) +5
�4 (syst.) fb = 24 +7

�6 fb.

The measured cross section is consistent within 2.0 standard deviations with the SM prediction of
f

SM
C C̄ C C̄

= 12.0±2.4 fb computed at NLO in QCD including NLO electroweak corrections [12]. The observed

24

Cross section ≈ 2 times larger than SM expectation, but 
within two standard deviations consistent with the latest 
CMS results ⇒ see EPJC 80 (2020) 75.

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://arxiv.org/abs/2103.12603
https://link.springer.com/article/10.1140/epjc/s10052-019-7593-7


11

(III) 
Differential tt cross sections 

with high top pT
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tt-boosted: Analysis motivation 

Boosted tt analysis: 

Targeting high pT (“boosted”) semi-leptonic tt events ⇒ selecting one lepton (electron/muon) 
and an hadronically decaying top quark with pT > 355 GeV. 

Some EFT operators and BSM scenarios expect deviations from SM for large pT or high mtt.

mjtop in MC for different JSF values 

ATLA
S-C

O
N

F-2021-31

The tt system is fully reconstructed from the final state particles 
(using also large-R jets for unresolved top decays). 

Inclusive/differential cross sections already measured by ATLAS 
in 2019, but without full Run II data and EFT interpretations    
⇒ see EPJC 79 (2019) 1028. 

Background processes (non-tt) with at least one real lepton 
estimated from MC (mostly tW). Multi-jet (0l) estimated via 
matrix method (see here). 

Significant impact of jet energy scale uncertainty on results. 

‣ Reduced by deriving custom jet energy scale factors (JSF)      
to be applied on top of the standard ATLAS calibration,     
based on matching between top mass (mass of top-tagged    
jet) in data and MC. 

‣ Best data/MC agreement for JSF = 1.0035 ± 0.00087.

https://cds.cern.ch/record/2777237
https://link.springer.com/article/10.1140/epjc/s10052-019-7525-6
https://inspirehep.net/literature/1319687
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tt-boosted: Differential measurement 

Measure differential cross sections for several observables sensitive 
to kinematics of top quarks and parton shower/radiation effects. 

Differential distributions unfolded to particle-level via Iterative 
Bayesian Unfolding (see ttZ analysis). 

Check compatibility with data (based on χ2/ndf) for several parton 
shower algorithms and FSR/ISR variations in the MC generators. 

Use sum of bins for inclusive fiducial cross section:

pT(hadronic-top) Invariant mass of tt system No. of extra (non t-tagged) jets

ATLAS-CONF-2021-31
σtt = 1.267 ± 0.005 (stat.) ± 0.053 (syst.) pb 

Table 3: �2 and p-values to quantify the agreement between the absolute unfolded spectra, several NLO+PS
predictions and the respective NNLO reweighted spectrum. PWG+PY8 corresponds to the P����� + P����� sample,
PWG+H7 to the P����� + H����� sample and MC@NLO+PY8 to the M��G����5_�MC@NLO + P����� sample.

Observable PWG+PY8 PWG+PY8(NNLO ������) MC@NLO+PY8 MC@NLO+PY8(NNLO ������) PWG+H7 PWG+H7(NNLO ������)

�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value
ptophad

T 26/8 <0.01 5/8 0.79 18/8 0.03 4/8 0.85 7/8 0.56 3/8 0.94
p

toplep
T 78/8 <0.01 28/8 <0.01 144/8 <0.01 10/8 0.27 43/8 <0.01 18/8 0.02
pt t̄T 162/7 <0.01 46/7 <0.01 171/7 <0.01 22/7 <0.01 122/7 <0.01 39/7 <0.01

Ht t̄+jets
T 36/7 <0.01 7/7 0.42 17/7 0.02 23/7 <0.01 21/7 <0.01 12/7 0.10
Ht t̄

T 86/10 <0.01 37/10 <0.01 110/10 <0.01 16/10 0.10 47/10 <0.01 28/10 <0.01
|ytophad | 47/17 <0.01 27/17 0.06 37/17 <0.01 23/17 0.15 30/17 0.03 26/17 0.07
|ytoplep | 40/14 <0.01 17/14 0.26 29/14 0.01 12/14 0.58 28/14 0.01 19/14 0.16
|yt t̄ | 30/10 <0.01 8/10 0.58 23/10 0.01 6/10 0.81 14/10 0.19 7/10 0.74
mt t̄ 52/10 <0.01 24/10 <0.01 81/10 <0.01 7/10 0.74 29/10 <0.01 22/10 0.02

pextra1
T 115/15 <0.01 38/15 <0.01 413/15 <0.01 194/15 <0.01 143/15 <0.01 69/15 <0.01

pextra2
T 46/9 <0.01 19/9 0.02 25/9 <0.01 74/9 <0.01 42/9 <0.01 29/9 <0.01

Nextrajets 32/5 <0.01 12/5 0.03 76/5 <0.01 78/5 <0.01 57/5 <0.01 62/5 <0.01
��(extra1, tophad) 17/9 0.05 8/9 0.53 150/9 <0.01 80/9 <0.01 42/9 <0.01 30/9 <0.01
��(extra2, tophad) 8/9 0.56 5/9 0.84 8/9 0.57 25/9 <0.01 85/9 <0.01 76/9 <0.01
��(blep, tophad) 95/13 <0.01 34/13 <0.01 145/13 <0.01 16/13 0.23 52/13 <0.01 25/13 0.02
��(toplep, tophad) 111/5 <0.01 36/5 <0.01 134/5 <0.01 82/5 <0.01 90/5 <0.01 36/5 <0.01
��(extra1, extra2) 24/11 0.01 16/11 0.13 31/11 <0.01 69/11 <0.01 237/11 <0.01 215/11 <0.01
m(extra1, tophad) 50/12 <0.01 20/12 0.06 221/12 <0.01 48/12 <0.01 41/12 <0.01 19/12 0.08

pextra1
T vs Nextrajets 355/21 <0.01 205/21 <0.01 633/21 <0.01 316/21 <0.01 263/21 <0.01 159/21 <0.01
pextra1

T vs ptophad
T 115/17 <0.01 53/17 <0.01 383/17 <0.01 152/17 <0.01 121/17 <0.01 74/17 <0.01

��(extra1, tophad) vs ptophad
T 69/21 <0.01 43/21 <0.01 427/21 <0.01 223/21 <0.01 78/21 <0.01 60/21 <0.01

��(extra1, tophad) vs Nextrajets 109/19 <0.01 64/19 <0.01 545/19 <0.01 250/19 <0.01 85/19 <0.01 60/19 <0.01

Table 4: �2 and p-values to quantify the agreement between the absolute unfolded spectra and several NLO+PS
predictions. PWG+PY8 corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample
and MC@NLO+PY8 to the M��G����5_�MC@NLO + P����� sample.

Observable PWG+PY8 PWG+PY8(FSR D���) PWG+PY8(FSR U�) PWG+PY8(ISR D���) PWG+PY8(ISR U�) PWG+PY8(hdamp=3.0 mt)

�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value
ptophad

T 26/8 <0.01 26/8 <0.01 29/8 <0.01 26/8 <0.01 25/8 <0.01 36/8 <0.01
p

toplep
T 78/8 <0.01 77/8 <0.01 80/8 <0.01 144/8 <0.01 20/8 0.01 50/8 <0.01
pt t̄T 162/7 <0.01 157/7 <0.01 169/7 <0.01 243/7 <0.01 340/7 <0.01 108/7 <0.01

Ht t̄+jets
T 36/7 <0.01 38/7 <0.01 38/7 <0.01 38/7 <0.01 96/7 <0.01 52/7 <0.01
Ht t̄

T 86/10 <0.01 83/10 <0.01 93/10 <0.01 119/10 <0.01 46/10 <0.01 72/10 <0.01
|ytophad | 47/17 <0.01 46/17 <0.01 54/17 <0.01 46/17 <0.01 46/17 <0.01 55/17 <0.01
|ytoplep | 40/14 <0.01 41/14 <0.01 40/14 <0.01 45/14 <0.01 34/14 <0.01 45/14 <0.01
|yt t̄ | 30/10 <0.01 28/10 <0.01 33/10 <0.01 32/10 <0.01 23/10 <0.01 35/10 <0.01
mt t̄ 52/10 <0.01 52/10 <0.01 56/10 <0.01 78/10 <0.01 75/10 <0.01 53/10 <0.01

pextra1
T 115/15 <0.01 93/15 <0.01 122/15 <0.01 136/15 <0.01 272/15 <0.01 74/15 <0.01

pextra2
T 46/9 <0.01 28/9 <0.01 50/9 <0.01 12/9 0.23 196/9 <0.01 81/9 <0.01

Nextrajets 32/5 <0.01 41/5 <0.01 35/5 <0.01 51/5 <0.01 27/5 <0.01 41/5 <0.01
��(extra1, tophad) 17/9 0.05 15/9 0.09 22/9 <0.01 34/9 <0.01 22/9 <0.01 23/9 <0.01
��(extra2, tophad) 8/9 0.56 9/9 0.41 8/9 0.53 7/9 0.67 22/9 0.01 19/9 0.03
��(blep, tophad) 95/13 <0.01 80/13 <0.01 98/13 <0.01 116/13 <0.01 294/13 <0.01 119/13 <0.01
��(toplep, tophad) 111/5 <0.01 110/5 <0.01 114/5 <0.01 164/5 <0.01 207/5 <0.01 79/5 <0.01
��(extra1, extra2) 24/11 0.01 37/11 <0.01 27/11 <0.01 17/11 0.12 41/11 <0.01 38/11 <0.01
m(extra1, tophad) 50/12 <0.01 50/12 <0.01 51/12 <0.01 111/12 <0.01 93/12 <0.01 43/12 <0.01

pextra1
T vs Nextrajets 355/21 <0.01 318/21 <0.01 367/21 <0.01 495/21 <0.01 488/21 <0.01 254/21 <0.01
pextra1

T vs ptophad
T 115/17 <0.01 102/17 <0.01 117/17 <0.01 192/17 <0.01 256/17 <0.01 87/17 <0.01

��(extra1, tophad) vs ptophad
T 69/21 <0.01 60/21 <0.01 83/21 <0.01 104/21 <0.01 56/21 <0.01 73/21 <0.01

��(extra1, tophad) vs Nextrajets 109/19 <0.01 102/19 <0.01 125/19 <0.01 201/19 <0.01 66/19 <0.01 91/19 <0.01

the systematic uncertainties and the alternative NLO generators. Figure 11 shows the same distributions,
this time compared to the three NLO generator setups, in each case showing the impact of the NNLO
reweighting. As observed in previous measurements, the pT distributions of the top quarks are observed to
be softer in data than in simulation. Reweighting the MC predictions to the NNLO parton-level prediction
significantly improves the agreement between data and predictions. It is worth noting the pT

toplep distribution
is somewhat anti-correlated with pt t̄T (correlation coe�cient of �0.55) due to the selection requirements
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Table 3: �2 and p-values to quantify the agreement between the absolute unfolded spectra, several NLO+PS
predictions and the respective NNLO reweighted spectrum. PWG+PY8 corresponds to the P����� + P����� sample,
PWG+H7 to the P����� + H����� sample and MC@NLO+PY8 to the M��G����5_�MC@NLO + P����� sample.

Observable PWG+PY8 PWG+PY8(NNLO ������) MC@NLO+PY8 MC@NLO+PY8(NNLO ������) PWG+H7 PWG+H7(NNLO ������)

�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value
ptophad

T 26/8 <0.01 5/8 0.79 18/8 0.03 4/8 0.85 7/8 0.56 3/8 0.94
p

toplep
T 78/8 <0.01 28/8 <0.01 144/8 <0.01 10/8 0.27 43/8 <0.01 18/8 0.02
pt t̄T 162/7 <0.01 46/7 <0.01 171/7 <0.01 22/7 <0.01 122/7 <0.01 39/7 <0.01

Ht t̄+jets
T 36/7 <0.01 7/7 0.42 17/7 0.02 23/7 <0.01 21/7 <0.01 12/7 0.10
Ht t̄

T 86/10 <0.01 37/10 <0.01 110/10 <0.01 16/10 0.10 47/10 <0.01 28/10 <0.01
|ytophad | 47/17 <0.01 27/17 0.06 37/17 <0.01 23/17 0.15 30/17 0.03 26/17 0.07
|ytoplep | 40/14 <0.01 17/14 0.26 29/14 0.01 12/14 0.58 28/14 0.01 19/14 0.16
|yt t̄ | 30/10 <0.01 8/10 0.58 23/10 0.01 6/10 0.81 14/10 0.19 7/10 0.74
mt t̄ 52/10 <0.01 24/10 <0.01 81/10 <0.01 7/10 0.74 29/10 <0.01 22/10 0.02

pextra1
T 115/15 <0.01 38/15 <0.01 413/15 <0.01 194/15 <0.01 143/15 <0.01 69/15 <0.01

pextra2
T 46/9 <0.01 19/9 0.02 25/9 <0.01 74/9 <0.01 42/9 <0.01 29/9 <0.01

Nextrajets 32/5 <0.01 12/5 0.03 76/5 <0.01 78/5 <0.01 57/5 <0.01 62/5 <0.01
��(extra1, tophad) 17/9 0.05 8/9 0.53 150/9 <0.01 80/9 <0.01 42/9 <0.01 30/9 <0.01
��(extra2, tophad) 8/9 0.56 5/9 0.84 8/9 0.57 25/9 <0.01 85/9 <0.01 76/9 <0.01
��(blep, tophad) 95/13 <0.01 34/13 <0.01 145/13 <0.01 16/13 0.23 52/13 <0.01 25/13 0.02
��(toplep, tophad) 111/5 <0.01 36/5 <0.01 134/5 <0.01 82/5 <0.01 90/5 <0.01 36/5 <0.01
��(extra1, extra2) 24/11 0.01 16/11 0.13 31/11 <0.01 69/11 <0.01 237/11 <0.01 215/11 <0.01
m(extra1, tophad) 50/12 <0.01 20/12 0.06 221/12 <0.01 48/12 <0.01 41/12 <0.01 19/12 0.08

pextra1
T vs Nextrajets 355/21 <0.01 205/21 <0.01 633/21 <0.01 316/21 <0.01 263/21 <0.01 159/21 <0.01
pextra1

T vs ptophad
T 115/17 <0.01 53/17 <0.01 383/17 <0.01 152/17 <0.01 121/17 <0.01 74/17 <0.01

��(extra1, tophad) vs ptophad
T 69/21 <0.01 43/21 <0.01 427/21 <0.01 223/21 <0.01 78/21 <0.01 60/21 <0.01

��(extra1, tophad) vs Nextrajets 109/19 <0.01 64/19 <0.01 545/19 <0.01 250/19 <0.01 85/19 <0.01 60/19 <0.01

Table 4: �2 and p-values to quantify the agreement between the absolute unfolded spectra and several NLO+PS
predictions. PWG+PY8 corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample
and MC@NLO+PY8 to the M��G����5_�MC@NLO + P����� sample.

Observable PWG+PY8 PWG+PY8(FSR D���) PWG+PY8(FSR U�) PWG+PY8(ISR D���) PWG+PY8(ISR U�) PWG+PY8(hdamp=3.0 mt)

�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value
ptophad

T 26/8 <0.01 26/8 <0.01 29/8 <0.01 26/8 <0.01 25/8 <0.01 36/8 <0.01
p

toplep
T 78/8 <0.01 77/8 <0.01 80/8 <0.01 144/8 <0.01 20/8 0.01 50/8 <0.01
pt t̄T 162/7 <0.01 157/7 <0.01 169/7 <0.01 243/7 <0.01 340/7 <0.01 108/7 <0.01

Ht t̄+jets
T 36/7 <0.01 38/7 <0.01 38/7 <0.01 38/7 <0.01 96/7 <0.01 52/7 <0.01
Ht t̄

T 86/10 <0.01 83/10 <0.01 93/10 <0.01 119/10 <0.01 46/10 <0.01 72/10 <0.01
|ytophad | 47/17 <0.01 46/17 <0.01 54/17 <0.01 46/17 <0.01 46/17 <0.01 55/17 <0.01
|ytoplep | 40/14 <0.01 41/14 <0.01 40/14 <0.01 45/14 <0.01 34/14 <0.01 45/14 <0.01
|yt t̄ | 30/10 <0.01 28/10 <0.01 33/10 <0.01 32/10 <0.01 23/10 <0.01 35/10 <0.01
mt t̄ 52/10 <0.01 52/10 <0.01 56/10 <0.01 78/10 <0.01 75/10 <0.01 53/10 <0.01

pextra1
T 115/15 <0.01 93/15 <0.01 122/15 <0.01 136/15 <0.01 272/15 <0.01 74/15 <0.01

pextra2
T 46/9 <0.01 28/9 <0.01 50/9 <0.01 12/9 0.23 196/9 <0.01 81/9 <0.01

Nextrajets 32/5 <0.01 41/5 <0.01 35/5 <0.01 51/5 <0.01 27/5 <0.01 41/5 <0.01
��(extra1, tophad) 17/9 0.05 15/9 0.09 22/9 <0.01 34/9 <0.01 22/9 <0.01 23/9 <0.01
��(extra2, tophad) 8/9 0.56 9/9 0.41 8/9 0.53 7/9 0.67 22/9 0.01 19/9 0.03
��(blep, tophad) 95/13 <0.01 80/13 <0.01 98/13 <0.01 116/13 <0.01 294/13 <0.01 119/13 <0.01
��(toplep, tophad) 111/5 <0.01 110/5 <0.01 114/5 <0.01 164/5 <0.01 207/5 <0.01 79/5 <0.01
��(extra1, extra2) 24/11 0.01 37/11 <0.01 27/11 <0.01 17/11 0.12 41/11 <0.01 38/11 <0.01
m(extra1, tophad) 50/12 <0.01 50/12 <0.01 51/12 <0.01 111/12 <0.01 93/12 <0.01 43/12 <0.01

pextra1
T vs Nextrajets 355/21 <0.01 318/21 <0.01 367/21 <0.01 495/21 <0.01 488/21 <0.01 254/21 <0.01
pextra1
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T 115/17 <0.01 102/17 <0.01 117/17 <0.01 192/17 <0.01 256/17 <0.01 87/17 <0.01

��(extra1, tophad) vs ptophad
T 69/21 <0.01 60/21 <0.01 83/21 <0.01 104/21 <0.01 56/21 <0.01 73/21 <0.01

��(extra1, tophad) vs Nextrajets 109/19 <0.01 102/19 <0.01 125/19 <0.01 201/19 <0.01 66/19 <0.01 91/19 <0.01

the systematic uncertainties and the alternative NLO generators. Figure 11 shows the same distributions,
this time compared to the three NLO generator setups, in each case showing the impact of the NNLO
reweighting. As observed in previous measurements, the pT distributions of the top quarks are observed to
be softer in data than in simulation. Reweighting the MC predictions to the NNLO parton-level prediction
significantly improves the agreement between data and predictions. It is worth noting the pT

toplep distribution
is somewhat anti-correlated with pt t̄T (correlation coe�cient of �0.55) due to the selection requirements
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Observables

https://cds.cern.ch/record/2777237
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tt-boosted: Interpretations 

Inclusive fiducial cross section shows best agreement with data for MC predictions for POWHEG 
and MADGRAPH5 with NNLO(QCD)+NLO(EW) reweighing at parton level. 

Using differential distribution of hadronic top quark pT to derive limits on two Wilson coefficients 
modifying the top-g and top-q couplings: Ctq(8), CtG

Section 5. The theoretical uncertainties are determined using the P����� +P����� tt̄ sample reweighted to
NNLO. The scales µr and µf are varied to 2µ and µ/2, with the condition 1/2  µr/µf  2, giving seven
variations. The envelope of those variations is used to define alternative shapes for the three variables
used in the NNLO reweighting procedure. The di�erence between each alternative prediction and the
nominal gives an estimate of the uncertainty on each variable due to missing higher-order corrections. To
be conservative, the uncertainty is included on all three variables and assumed to be uncorrelated with
the uncertainty in the other variables. The uncertainty due to the choice of the PDF set is also included.
Since all these uncertainties cover only the shape di�erences, an additional 6% uncertainty is included
for the uncertainty in the inclusive tt̄ cross-section. The posterior probability distribution for the Wilson
coe�cients is extracted using the equation of Bayes and Laplace, as implemented in the Bayesian Analysis
Toolkit [98]. The prior probability distribution for the Wilson coe�cients is taken to be uniform. The
credibility intervals for each Wilson coe�cient are extracted by marginalising over the other coe�cient.
The fit is also be performed with only one Wilson coe�cient as a free parameter and the other fixed to
zero; these are referred to as individual fits.

The expected and observed posterior distributions are shown in Figure 19. Table 5 shows the expected and
observed marginalised credibility intervals for the nominal fit and the individual fits. The fitted Wilson
coe�cients (CtG = �0.24, C(8)

tq = 0.03) are consistent with zero, indicating there is no evidence of new
physics in the data. The fit prefers negative values for CtG because fewer data are observed than expected.
The impact of the di�erent bins in the distribution is investigated by repeating the fit with a sub-set of
the measured bins. Figure 20 shows the evolution of the posterior distribution as bins are added to the
interpretation. With only a single bin, the operators are degenerate and the fit can only constrain the
combination of the two. As bins are added to the fit, the ability of the fit to distinguish between the
operators is improved. The figure also shows that the constraining power on C(8)

tq is dominated by the
measurements at high pT

tophad. The observed constraints are compared to the individual limits obtained in a
recent global analysis based on multiple measurements [99] in Table 5. These limits were also obtained
using only the EFT terms proportional to 1/⇤2 and hence can be compared to the results reported in this
note. The limits obtained on CtG in this note are significantly weaker than these, however the limits on
C(8)
tq are more stringent than those obtained in the global fit, which, given the use of only a single dataset,

indicates that the data presented here can provide important constraining power in future global EFT fits.

Table 5: Expected and observed 95% intervals on the Wilson coe�cients. The marginalised results show the
intervals extracted from the nominal fit where both Wilson coe�cients are allowed to vary. The individual intervals
are extracted from fits where only the Wilson coe�cient under study is allowed to di�er from zero. The results
are compared to the individual limits obtained in Ref [99]. The results quoted from Ref [99] use only the EFT
contributions proportional to 1/⇤2 in the same way as reported in this note.

Wilson coe�cient Marginalised 95% intervals Individual 95% intervals
Expected Observed Expected Observed Global fit [99]

CtG [-0.44, 0.44] [-0.68, 0.21] [-0.41, 0.42] [-0.63, 0.20] [0.007, 0.111]
C(8)
tq [-0.35, 0.35] [-0.30, 0.36] [-0.35, 0.36] [-0.34, 0.27] [-0.40, 0.61]

31

More stringent limits on Ctq(8) than latest global SMEFT 
result ⇒ see arXiv:2105.00006.

Ctq(8)

CtG

ATLAS-CONF-2021-31

https://arxiv.org/abs/2105.00006
https://cds.cern.ch/record/2777237
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(IV) 
Single-top polarisation 

measurement

22.08.2021 F. Cardillo         -      ATLAS top-physics highlights



16

Single-top polarisation: Analysis motivation
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top quark

spectator q
uark

Selecting 1l + jets events: top polarisation vector accessible from angular variables of the lepton 
in the top quark rest frame cos θlx´, cos θly´ , cos θlz´ ⇒ see Phys. Rev. D. 89 (2014) 114009.

1 Introduction

Single-top-quark production through the electroweak charged current at hadron colliders mostly proceeds,
according to the Standard Model (SM) prediction, via three modes that can be defined at leading order
(LO) in quantum chromodynamics (QCD): the exchange of a virtual , boson in the C- or in the B-channel,
and the associated production of a top quark and a , boson (named C,). At the LHC, in proton–proton
(??) collision data, the C-channel is the dominant process and the subject of the measurements presented in
this paper. In the C-channel process, a light-flavour quark @ from one of the colliding protons interacts with
a 1 quark, which can be considered as directly emitted from the other colliding proton (five-flavour scheme
or 5FS) or as originating from gluon splitting (four-flavour scheme or 4FS). The incoming light-flavour
quark exchanges a space-like virtual , boson, producing a top quark C and a recoiling light-flavour quark
@
0, called the spectator quark. Two subprocesses contribute to the C-channel process in the production of

either single top quarks (C) or single top antiquarks (C̄) at LO. The dominant subprocess is the scattering
of the incoming up- (down-)type quark from a bottom quark (antiquark), to produce a down- (up-)type
spectator quark and a top quark (antiquark), as illustrated in Figure 1(a) and Figure 1(d). The subdominant
subprocess is the scattering of a down- (up-)type antiquark from a bottom quark (antiquark), to produce an
up- (down-)type spectator antiquark and a top quark (antiquark), as illustrated in Figure 1(b) and Figure 1(c).
The production cross-section of single top quarks is about twice as large as that of single top antiquarks.

W+

u

b

d

t

(a)

W+

d̄

b

ū
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Figure 1: Feynman diagrams for the processes contributing to C-channel single-top-quark production at LO, in the
five-flavour scheme. In the dominant subprocess, an up- or down-type quark from one of the colliding protons
interacts with a 1 quark or antiquark from another proton by exchanging a virtual , boson to produce a (a) top quark
or (d) top antiquark. In the subdominant subprocess, a down- or up-type antiquark from one of the colliding protons
interacts with a 1 quark or antiquark from another proton by exchanging a virtual , boson to produce a (b) top quark
or (c) top antiquark.

The QCD ?? ! CC̄ process produces unpolarised top quarks because of parity conservation in QCD [1–4],
while single-top-quark production yields a large sample of highly polarised top quarks and top antiquarks.
In the C-channel at LO, as a consequence of the vector–axial vector (V–A) form of the tWb vertex, single
top quarks are produced with their spin completely aligned along the direction of the down-type quarks [5,
6]. In the case of the production of single top quarks, for the dominant subprocess, this direction is
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The QCD ?? ! CC̄ process produces unpolarised top quarks because of parity conservation in QCD [1–4],
while single-top-quark production yields a large sample of highly polarised top quarks and top antiquarks.
In the C-channel at LO, as a consequence of the vector–axial vector (V–A) form of the tWb vertex, single
top quarks are produced with their spin completely aligned along the direction of the down-type quarks [5,
6]. In the case of the production of single top quarks, for the dominant subprocess, this direction is

2

Top-polarisation measurement in single top: 

Perform first cut-based fiducial measurement of the single top-quark polarisation in with full 
Run II dataset.  

Focus on single top quarks/antiquark production via exchange of virtual W boson in t-channel         
⇒ producing a top quark/antiquark and a recoiling light-flavour quark q (“spectator quark”).  

Top quarks/antiquarks are polarised due to vector-axial vector (V-A) form of the tWb vertex 
⇒ spin aligned to down-type quarks.

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.89.114009
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Single-top polarisation: Differential measurements
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Lepton angular variables in top rest frame {cos θlx´, cos θly´ , cos θlz´} allow to determine 
polarisation vector P = {Px´, Py´, Pz´} of top quark/antiquarks from a likelihood minimisation 
(after selecting events in SR). 

Differential cross section measurement of angular variables.  

‣ Unfolded to particle-level and compared to the predictions of different MC generators and 
parton shower algorithms (e.g. POWHEG+PY8, POWHEG+H7, MADGRAPH5+PY8).

Particle-level distributions of cosθlx´ (left), cosθly´ (middle), cosθlz´ (right)

ATLAS-CONF-2021-027

https://cds.cern.ch/record/2773738/
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Single-top polarisation: Results and interpretations
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Can set limits (∎∎) on the {Px´, Pz´} components of the top/
antitop polarisation vector. 

‣ Px´ = 0.01 ± 0.18 , Pz´ = 0.91 ± 0.10 (top). 

‣ Px´ = -0.02 ± 0.20 , Pz´ = −0.79 ± 0.16 (anti top). 

‣ In agreement with the NLO MC prediction from 
POWHEG+PYTHIA8 (★).

Can also constrain two Wilson coefficients which 
modify the tW coupling: CtW, CitW. 
‣ Best-fit values are (within 68% CL) in agreement with 

SM expectation (CtW = CitW = 0). 

‣ So far, most stringent simultaneously derived limits on 
CtW and CitW.

<latexit sha1_base64="vRsEOVrXunfVCM+1jQlzz8ez02I=">AAAEZHicvVNNb9MwGPayAqMM6Jg4ISGLdhOHEpJqXbvbUC8cJjEkuk5qQuU4TmvN+ZDtAJXnf8Yf4cqBC9y54rYZSj+AG6+i6MnzfjzxmydBxqiQjvNly9qu3Lp9Z+du9d7u/QcPa3uPLkSac0z6OGUpvwyQIIwmpC+pZOQy4wTFASOD4Ko3yw8+EC5omryT04z4MRonNKIYSUON9qy+F5AxTZREQc4Q14pdY2wuXYUmvMls8Co8hF6cM0mNfB4nqqUVvtaq4UnySQaR6umRusFyoHVDb+r4QwNddHjejVLBH3e9A9g70yXqpL1G/a2qGFk6xyvGoCQ8FrAch3D4wrFbTejYJ36Z6jSha7eXqHYTmrvrL1eZ7qKq0HzDQ8Jhw33pnZlPE6L36kg3/o9Qqyzk2s66UOdfQt0NQuvG8EgS/nbRqFZ3bGcecB24BaiDIs5HtZ9emOI8JonEDAkxdJ1M+gpx4xlGdNXLBckQvkJjMjQwQTERvpr7X8ODKOVQTgicP5drFYqFmMaBqYmRnIjV3IzcmAsXTl0SVnML8/TjyuvIqOsrmmS5JAk200wuyo2zUjj742BIOcGSTQ1AmFNzIIgniCNsrCeqZlPu6l7WwUXLdo/t1tuj+qlT7GwHPAHPwHPggg44Ba/BOegDbH22vlrfrR/b3yq7lf3K40WptVX07IOlqDz9BV+jO5s=</latexit>

CtW CitW

68% CL 95% CL 68% CL 95% CL
All terms [-0.2, 0.9] [-0.7, 1.5] [-0.5, -0.1] [-0.7, 0.2]

Order 1/⇤4
[-0.2, 0.9] [-0.7, 1.5] [-0.5, -0.1] [-0.7, 0.2]

Order 1/⇤2
[-0.2, 1.0] [-0.7, 1.7] [-0.5, -0.1] [-0.8, 0.2]

ATLAS-CONF-2021-027

https://cds.cern.ch/record/2773738/
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Summary 

Presented four of the most recent ATLAS measurements on top quark related processes (most 
results released in the last 2-3 months). 

‣ Measurement of inclusive and differential ttZ cross sections in 3l and 4l final states  
‣ ⇒ arXiv:2103.12603. 

‣ Measurement of the tttt production cross section in 1l/2l (OS) and 2l (SS)/3l channels  
‣ ⇒ arXiv:2106.11683. 

‣ Differentials and inclusive cross section measurements of tt events with high pT top quarks  
‣ ⇒ ATLAS-CONF-2021-31. 

‣ Measurement of top quark/antiquark polarisation in single top events   
‣ ⇒ ATLAS-CONF-2021-027. 

Further interesting results on top physics in ATLAS can be found on the “Top Public Results” 
webpage of the ATLAS collaboration (see here). 

Thanks a lot for your attention!

22.08.2021 F. Cardillo         -      ATLAS top-physics highlights

https://arxiv.org/abs/2103.12603
https://arxiv.org/abs/2106.11683
https://cds.cern.ch/record/2777237
https://cds.cern.ch/record/2773738/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/TopPublicResults
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Backup
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ttZ analysis: Background estimation
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3l+4l SR comb.
Dominated by WZ + jets (3l) and ZZ + jets (4l) ⇒ using control 
regions to constrain backgrounds (only light-jet components). 

‣ Normalisations for WZ/ZZ + light-jets free fit parameters.               
WZ/ZZ + b/c-jets fixed to MC prediction (but extra unc.). 

Data-driven matrix-method for fake/non-prompt lepton background. 

‣ Fake-lepton prediction validated in 3l region with Z-veto ⇒ up to 
60% fake leptons. 

Smaller SM backgrounds (e.g. tt+W/H, tZq, tWZ) estimated purely 
from MC (all < 7%).

CR-3l-WZ: 1st lepton pT CR-4l-ZZ: Njet (pT > 25 GeV) VR-3l-Fakes: HT
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 arXiv:2103.12603

https://arxiv.org/abs/2103.12603


2222.08.2021 F. Cardillo         -      ATLAS top-physics highlights

Most relevant systematics: 
All detector-related uncertainties (JES/JER,        
b-tag, lepton SF etc.) considered. 

ttZ parton-shower (& underlying event): 

‣ Comparison of nominal ttZ MC     
(MADGRAPH5 + PYTHIA8) vs. MADGRAPH5 + 
HERWIG7. 

tWZ modelling:  

‣ Comparison of different diagram removal 
schemes: DR1 vs. DR2 (see here). 

WZ/ZZ + jets modelling: 

‣ µF, µR variations & normalisation uncertainties. 

‣ Extra 50% (30%) for WZ/ZZ + b(c)-jet 
components ⇒ obtained from Z + b events (2l).

Table 7: List of relative uncertainties of the measured inclusive tt̄ Z cross section from the combined fit. The
uncertainties are symmetrised for presentation and grouped into the categories described in the text. The quadrature
sum of the individual uncertainties is not equal to the total uncertainty due to correlations introduced by the fit.

Uncertainty ��t t̄Z/�t t̄Z [%]
tt̄ Z parton shower 3.1
tW Z modelling 2.9
b-tagging 2.9
W Z/Z Z + jets modelling 2.8
tZq modelling 2.6
Lepton 2.3
Luminosity 2.2
Jets + E

miss
T 2.1

Fake leptons 2.1
tt̄ Z ISR 1.6
tt̄ Z µf and µr scales 0.9
Other backgrounds 0.7
Pile-up 0.7
tt̄ Z PDF 0.2
Total systematic 8.4
Data statistics 5.2
Total 10

9 Di�erential cross-section measurements

9.1 Description of the observables and reconstruction of the t t̄ system

A set of ten observables were selected for the di�erential cross-section measurements which probe the
kinematics of the tt̄ Z system. The definitions of these variables are summarised in Table 8. With the
exception of the number of reconstructed jets (Njets), which is unfolded to particle level only, all distributions
are unfolded to both particle and parton level. Two of the variables, namely the transverse momentum
and the absolute value of the rapidity of the Z boson (pZ

T and |yZ |), which are sensitive to tt̄ Z generator
modelling and various BSM e�ects, are defined identically for the trilepton and tetralepton selections. The
di�erential measurements for these variables are therefore performed using an inclusive selection denoted
by 3` + 4`.

The jet multiplicity is a natural variable to use to probe the modelling of QCD radiation and hadronisation
in MC generators. It is measured separately for the trilepton and tetralepton selections due to the di�erent
number of final-state quarks from the decay of the tt̄ system in the two channels. The transverse momentum
of the lepton which is not associated with the Z boson (p`,non-Z

T ) in the trilepton signal regions provides
a good test of the modelling of the pT of the top quark (antiquark) and its decay products in the MC
generator.

The absolute azimuthal separation and rapidity di�erence between the Z boson and the leptonic top
quark (|��(Z, tlep) | and |�y(Z, tlep) |) in the trilepton signal regions, as well as the absolute azimuthal
separation between the Z boson and the tt̄ system (|��(tt̄, Z ) |) in the tetralepton regions, provide direct

22
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ttZ analysis: Systematic uncertainties

https://arxiv.org/abs/1612.00440
https://arxiv.org/abs/2103.12603
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ttZ analysis: Compatibility of differential results

Can evaluate the compatibility between data and the theoretical predictions by computing χ2/ndf    
and p-values for differential distributions.  

‣ Checked for different ttZ generators, as well as hand-made theory calculations at NLO, 
NLO+NNLL and nNLO precisions ⇒ see JHEP 08 (2019) 039. 

‣ All p-values > 0.05 ⇒ largest tensions in pT(Z), pT(l non-Z), Δφ(Z, tl) and Δφ(tt,Z). 

‣ NLO+NNLL predictions for pT(Z) seem to show improved agreement.

Table 9: Summary of the tests of compatibility between the unfolded di�erential measurements and the various
predictions. Quoted are the �2/ndf and corresponding p-values incorporating all bins for the given variable and
based on the assumption that all sources of uncertainty are Gaussian-distributed. The values associated with the
additional theory predictions (last column) are included where applicable. These additional predictions are obtained
as described in Ref. [16], with their precisions depending on the particular variable: NLO for |��(tt̄, Z ) | and p

t t̄
T ;

NLO+NNLL for |��(Z, tlep) |, |�y(Z, tlep) | and p
Z
T ; and nNLO for |yZ |.

Pa
rti

cl
e
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rto

n

A
bs

ol
ut

e

N
or

m
al

ise
d

Fi
gu

re

MG5_aMC@NLO 2.3.3 MG5_aMC@NLO 2.3.3 S����� 2.2.1 S����� 2.2.1 Additional

+ P����� 8 + H����� 7 NLO multi-leg NLO inclusive Theory

Variable �2/ndf p-value �2/ndf p-value �2/ndf p-value �2/ndf p-value �2/ndf p-value

3`
+

4`

p
Z
T X X 9(a) 12.8/7 0.08 12.0/7 0.10 11.6/7 0.11 12.1/7 0.10 / /

p
Z
T X X 9(b) 12.8/7 0.08 11.7/7 0.11 11.2/7 0.13 11.3/7 0.13 10.4/7 0.17

p
Z
T X X 10(a) 11.0/6 0.09 10.8/6 0.09 10.6/6 0.10 10.7/6 0.10 / /

p
Z
T X X 10(b) 11.0/6 0.09 10.8/6 0.10 10.7/6 0.10 10.6/6 0.10 10.5/6 0.11

|yZ | X X 11(a) 2.8/8 0.95 2.9/8 0.94 4.0/8 0.85 2.7/8 0.95 2.9/8 0.94

3`

Njets X X 12(a) 0.8/3 0.85 0.6/3 0.90 0.3/3 0.95 0.5/3 0.92 / /

p
`,non-Z
T X X 13(a) 7.6/4 0.11 8.8/4 0.07 8.3/4 0.08 8.6/4 0.07 / /

|��(Z, tlep) | X X 13(b) 5.5/3 0.14 5.8/3 0.12 5.2/3 0.16 6.9/3 0.07 6.6/3 0.09

|�y(Z, tlep) | X X 14(a) 0.9/3 0.82 0.7/3 0.88 0.2/3 0.98 0.5/3 0.92 0.3/3 0.96

4`

Njets X X 12(b) 1.4/4 0.84 1.7/4 0.79 2.8/4 0.59 2.8/4 0.59 / /

|��(`+t , `
�
t̄

) | X X 14(b) 2.1/4 0.72 2.3/4 0.69 2.7/4 0.62 2.6/4 0.63 / /

|��(tt̄, Z ) | X X 15(a) 5.2/3 0.16 4.7/3 0.19 3.5/3 0.32 3.4/3 0.33 4.9/3 0.18

p
t t̄
T X X 15(b) 3.5/4 0.47 3.6/4 0.47 3.5/4 0.48 3.5/4 0.47 4.6/4 0.33

A di�erence between the measured inclusive cross section quoted in Section 8 and the cross section
based on the integrated absolute parton-level spectra in the combined 3` + 4` channel is observed. The
two measurements di�er both in terms of the method used and in their selection due to the use of
di�erent b-tagging WPs (refer to Table 1). Approximately 67% of selected data events are common to
both measurements. The compatibility between the two cross-section measurements is evaluated using
pseudo-experiments taking into account the correlation between uncertainties, including all sources of
statistical and systematic e�ects, and it is found to be at the level of two standard deviations.

10 Conclusions

Inclusive and di�erential measurements of the production cross section of a tt̄ pair in association with a Z

boson are presented. The full
p

s = 13 TeV pp collision data set collected by the ATLAS detector during
Run 2 of the LHC between 2015 and 2018, corresponding to 139 fb≠1, was used for this analysis. Only final
states with three or four isolated charged leptons (electrons or muons) were considered for the measurements.
The measured inclusive cross section of the tt̄ Z process is �t t̄Z = 0.99 ± 0.05 (stat.) ± 0.08 (syst.) pb, in
agreement with the SM prediction. The dominant sources of systematic uncertainty in this measurement
are associated with the tt̄ Z parton-shower modelling, b-tagging, and modelling of the tW Z background.

Absolute and normalised di�erential cross sections were measured as functions of nine di�erent observables
sensitive to the MC modelling of the tt̄ Z process and to potential BSM e�ects. The di�erential cross-section
measurements were performed at particle and parton levels in specific fiducial volumes. The unfolded
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https://link.springer.com/article/10.1007/JHEP08(2019)039
https://arxiv.org/abs/2103.12603
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tttt analysis: Background estimation in 2l(SS)/3l channel

Use CRs for ttW and non-prompt electrons/muons originating 
from heavy-flavour (HF) decays and electrons from γ-
conversions. 

Obtain normalisation factors (NFs) for these background 
components together with µtttt from simultaneous fit in all  
SRs/CRs. 

‣ Corrected MC is used for SM background prediction in SRs.

Parameter NFt t̄W NFMat. Conv. NFLow m�⇤ NFHF e NFHF µ

Value 1.6 ± 0.3 1.6 ± 0.5 0.9 ± 0.4 0.8 ± 0.4 1.0 ± 0.4

CR for HF electrons CR for HF muons CR for γ-conversions CR for ttW

EPJC 80 (2020) 1085

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
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tttt analysis: Fit regions in 1l/2l(OS)

Njet in one of the 3b CR: pre-fit (left) and post-fit (right) SRs/CRs in 1l and 2l(OS) channel

arXiv:2103.12603Signal and control regions are categorised by Njets and Nb-jets 
in 1l and 2l (OS) channels. 

‣ All SRs have high jet multiplicities and ≥ 3 b-jets (∎). 

‣ Regions with = 3 b-jets and lower jet multiplicities (∎)  
are used as CRs to fit tt+jets, separated by jet-flavour: 
tt+light, tt+b, tt+c.  

‣ Total tt is reweighed to data in regions with = 2 b-jets (∎) 
as a function of different kinematic variables.

https://arxiv.org/abs/2103.12603
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tttt analysis: Systematic uncertainties

The nuisance parameters ranked according to their post-fit impacts on the best-fit value of 
µtttt in the 1l/2l (OS) channel (left) and the 2l (SS)/3l channel (right). 

Besides the tttt cross section uncertainty, different uncertainty sources are dominant for the 
two channels ⇒ no strong correlations. 

Fit in 1l/2l(OS) Fit in 2l(SS)/3l

EPJC
 80 (2020) 1085

arXiv:2103.12603

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
https://arxiv.org/abs/2103.12603
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Cross section summary plots 

ATLAS-PHYS-PUB-2021-013

Summary of ATLAS and CMS measurements of 
tt+X, X = W, Z, γ (left) and tttt (right) cross 
sections at √s = 13 TeV.

http://cdsweb.cern.ch/record/2767040
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tt-boosted analysis: JSF correction

Custom correction factors to the jet energy scale (JSF) are applied to reduce the default ATLAS      
JES uncertainties. 

‣ Left: the distribution of mj top-tagged for three example values of the JSF.  
‣ Middle: the mean of the same distribution as a function of JSF and a linear fit to the simulated 

samples ⇒ best agreement with data for JSF = 1.0035 ± 0.00087. 
‣ Right: the mj distribution observed in data compared to the expected signal and background 

processes for JSF = 1. 
ATLAS-CONF-2021-31

https://cds.cern.ch/record/2777237
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tt-boosted analysis: Systematic uncertainties and EFT impact

Source Uncertainty [%] Uncertainty [%] (no JSF)

Statistical (data) ±0.4 ±0.4
JSF statistical (data) ±0.4 —

Statistical (MC) ±0.2 ±0.1
Hard scatter ±0.5 ±0.8
Hadronisation ±2.0 ±1.8

Radiation (IFSR + hdamp)
+1.0 +1.4

�1.6 �2.3

PDF ±0.1 ±0.1

Top-quark mass
+0.8 ±0.1�1.1

Jets ±0.7 ±4.2
b-tagging ±2.4 ±2.4
Leptons ±0.8 ±0.8
Emiss

T ±0.1 ±0.1
Pileup ±0.4 ±0.0
Luminosity ±1.8 ±1.8
Backgrounds ±0.7 ±0.6

Total systematics
+4.1 +5.8

�4.3 �6.0

Total
+4.1 +5.8

�4.3 �6.0

Breakdown of systematic uncertainties for the inclusive 
measurement (left) and the differential result, binned in 
the top quark pT (top right). 

‣ Dominant uncertainties: b-tagging, hadronisation 
modelling and luminosity. 

Impact of the operators Ctq(8), CtG on the 
particle-level distribution of the top pT.

ATLAS-CONF-2021-31

https://cds.cern.ch/record/2777237
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ATLAS-CONF-2021-31

tt-boosted analysis: Compatibility of differential results

Can evaluate the compatibility between data and the theoretical predictions by computing χ2/ndf    
and p-values for differential distributions.  

‣ Checked for different MC generators setups (variation of parton-shower algorithm and ISR/FSR). 

‣ Predictions from POWHEG and MADGRAPH5 exist also with extra NNLO(QCD)+NLO(EW) 
reweighing at parton-level ⇒ better agreement with data in most cases.
Table 3: �2 and p-values to quantify the agreement between the absolute unfolded spectra, several NLO+PS
predictions and the respective NNLO reweighted spectrum. PWG+PY8 corresponds to the P����� + P����� sample,
PWG+H7 to the P����� + H����� sample and MC@NLO+PY8 to the M��G����5_�MC@NLO + P����� sample.

Observable PWG+PY8 PWG+PY8(NNLO ������) MC@NLO+PY8 MC@NLO+PY8(NNLO ������) PWG+H7 PWG+H7(NNLO ������)

�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value
ptophad

T 26/8 <0.01 5/8 0.79 18/8 0.03 4/8 0.85 7/8 0.56 3/8 0.94
p

toplep
T 78/8 <0.01 28/8 <0.01 144/8 <0.01 10/8 0.27 43/8 <0.01 18/8 0.02
pt t̄T 162/7 <0.01 46/7 <0.01 171/7 <0.01 22/7 <0.01 122/7 <0.01 39/7 <0.01

Ht t̄+jets
T 36/7 <0.01 7/7 0.42 17/7 0.02 23/7 <0.01 21/7 <0.01 12/7 0.10
Ht t̄

T 86/10 <0.01 37/10 <0.01 110/10 <0.01 16/10 0.10 47/10 <0.01 28/10 <0.01
|ytophad | 47/17 <0.01 27/17 0.06 37/17 <0.01 23/17 0.15 30/17 0.03 26/17 0.07
|ytoplep | 40/14 <0.01 17/14 0.26 29/14 0.01 12/14 0.58 28/14 0.01 19/14 0.16
|yt t̄ | 30/10 <0.01 8/10 0.58 23/10 0.01 6/10 0.81 14/10 0.19 7/10 0.74
mt t̄ 52/10 <0.01 24/10 <0.01 81/10 <0.01 7/10 0.74 29/10 <0.01 22/10 0.02

pextra1
T 115/15 <0.01 38/15 <0.01 413/15 <0.01 194/15 <0.01 143/15 <0.01 69/15 <0.01

pextra2
T 46/9 <0.01 19/9 0.02 25/9 <0.01 74/9 <0.01 42/9 <0.01 29/9 <0.01

Nextrajets 32/5 <0.01 12/5 0.03 76/5 <0.01 78/5 <0.01 57/5 <0.01 62/5 <0.01
��(extra1, tophad) 17/9 0.05 8/9 0.53 150/9 <0.01 80/9 <0.01 42/9 <0.01 30/9 <0.01
��(extra2, tophad) 8/9 0.56 5/9 0.84 8/9 0.57 25/9 <0.01 85/9 <0.01 76/9 <0.01
��(blep, tophad) 95/13 <0.01 34/13 <0.01 145/13 <0.01 16/13 0.23 52/13 <0.01 25/13 0.02
��(toplep, tophad) 111/5 <0.01 36/5 <0.01 134/5 <0.01 82/5 <0.01 90/5 <0.01 36/5 <0.01
��(extra1, extra2) 24/11 0.01 16/11 0.13 31/11 <0.01 69/11 <0.01 237/11 <0.01 215/11 <0.01
m(extra1, tophad) 50/12 <0.01 20/12 0.06 221/12 <0.01 48/12 <0.01 41/12 <0.01 19/12 0.08

pextra1
T vs Nextrajets 355/21 <0.01 205/21 <0.01 633/21 <0.01 316/21 <0.01 263/21 <0.01 159/21 <0.01
pextra1

T vs ptophad
T 115/17 <0.01 53/17 <0.01 383/17 <0.01 152/17 <0.01 121/17 <0.01 74/17 <0.01

��(extra1, tophad) vs ptophad
T 69/21 <0.01 43/21 <0.01 427/21 <0.01 223/21 <0.01 78/21 <0.01 60/21 <0.01

��(extra1, tophad) vs Nextrajets 109/19 <0.01 64/19 <0.01 545/19 <0.01 250/19 <0.01 85/19 <0.01 60/19 <0.01

Table 4: �2 and p-values to quantify the agreement between the absolute unfolded spectra and several NLO+PS
predictions. PWG+PY8 corresponds to the P����� + P����� sample, PWG+H7 to the P����� + H����� sample
and MC@NLO+PY8 to the M��G����5_�MC@NLO + P����� sample.

Observable PWG+PY8 PWG+PY8(FSR D���) PWG+PY8(FSR U�) PWG+PY8(ISR D���) PWG+PY8(ISR U�) PWG+PY8(hdamp=3.0 mt)

�2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value �2/NDF p-value
ptophad

T 26/8 <0.01 26/8 <0.01 29/8 <0.01 26/8 <0.01 25/8 <0.01 36/8 <0.01
p

toplep
T 78/8 <0.01 77/8 <0.01 80/8 <0.01 144/8 <0.01 20/8 0.01 50/8 <0.01
pt t̄T 162/7 <0.01 157/7 <0.01 169/7 <0.01 243/7 <0.01 340/7 <0.01 108/7 <0.01

Ht t̄+jets
T 36/7 <0.01 38/7 <0.01 38/7 <0.01 38/7 <0.01 96/7 <0.01 52/7 <0.01
Ht t̄

T 86/10 <0.01 83/10 <0.01 93/10 <0.01 119/10 <0.01 46/10 <0.01 72/10 <0.01
|ytophad | 47/17 <0.01 46/17 <0.01 54/17 <0.01 46/17 <0.01 46/17 <0.01 55/17 <0.01
|ytoplep | 40/14 <0.01 41/14 <0.01 40/14 <0.01 45/14 <0.01 34/14 <0.01 45/14 <0.01
|yt t̄ | 30/10 <0.01 28/10 <0.01 33/10 <0.01 32/10 <0.01 23/10 <0.01 35/10 <0.01
mt t̄ 52/10 <0.01 52/10 <0.01 56/10 <0.01 78/10 <0.01 75/10 <0.01 53/10 <0.01

pextra1
T 115/15 <0.01 93/15 <0.01 122/15 <0.01 136/15 <0.01 272/15 <0.01 74/15 <0.01

pextra2
T 46/9 <0.01 28/9 <0.01 50/9 <0.01 12/9 0.23 196/9 <0.01 81/9 <0.01

Nextrajets 32/5 <0.01 41/5 <0.01 35/5 <0.01 51/5 <0.01 27/5 <0.01 41/5 <0.01
��(extra1, tophad) 17/9 0.05 15/9 0.09 22/9 <0.01 34/9 <0.01 22/9 <0.01 23/9 <0.01
��(extra2, tophad) 8/9 0.56 9/9 0.41 8/9 0.53 7/9 0.67 22/9 0.01 19/9 0.03
��(blep, tophad) 95/13 <0.01 80/13 <0.01 98/13 <0.01 116/13 <0.01 294/13 <0.01 119/13 <0.01
��(toplep, tophad) 111/5 <0.01 110/5 <0.01 114/5 <0.01 164/5 <0.01 207/5 <0.01 79/5 <0.01
��(extra1, extra2) 24/11 0.01 37/11 <0.01 27/11 <0.01 17/11 0.12 41/11 <0.01 38/11 <0.01
m(extra1, tophad) 50/12 <0.01 50/12 <0.01 51/12 <0.01 111/12 <0.01 93/12 <0.01 43/12 <0.01

pextra1
T vs Nextrajets 355/21 <0.01 318/21 <0.01 367/21 <0.01 495/21 <0.01 488/21 <0.01 254/21 <0.01
pextra1

T vs ptophad
T 115/17 <0.01 102/17 <0.01 117/17 <0.01 192/17 <0.01 256/17 <0.01 87/17 <0.01

��(extra1, tophad) vs ptophad
T 69/21 <0.01 60/21 <0.01 83/21 <0.01 104/21 <0.01 56/21 <0.01 73/21 <0.01

��(extra1, tophad) vs Nextrajets 109/19 <0.01 102/19 <0.01 125/19 <0.01 201/19 <0.01 66/19 <0.01 91/19 <0.01

the systematic uncertainties and the alternative NLO generators. Figure 11 shows the same distributions,
this time compared to the three NLO generator setups, in each case showing the impact of the NNLO
reweighting. As observed in previous measurements, the pT distributions of the top quarks are observed to
be softer in data than in simulation. Reweighting the MC predictions to the NNLO parton-level prediction
significantly improves the agreement between data and predictions. It is worth noting the pT

toplep distribution
is somewhat anti-correlated with pt t̄T (correlation coe�cient of �0.55) due to the selection requirements
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Uncertainty source �P t
x0 �P t̄

x0 �P t
y0 �P t̄

y0 �P t
z0 �P t̄

z0

Modelling
Modelling (t-channel) ±0.037 ±0.051 ±0.010 ±0.015 ±0.061 ±0.061

Modelling (tt̄) ±0.016 ±0.021 ±0.004 ±0.016 ±0.003 ±0.016

Modelling (other) ±0.013 ±0.031 ±0.003 ±0.006 ±0.026 ±0.043

Experimental
Jet energy scale ±0.045 ±0.048 ±0.005 ±0.007 ±0.033 ±0.025

Jet energy resolution ±0.166 ±0.185 ±0.021 ±0.040 ±0.070 ±0.130

Jet flavour tagging ±0.004 ±0.002 <0.001 ±0.001 ±0.007 ±0.009

Other experimental uncertainties ±0.015 ±0.029 ±0.002 ±0.007 ±0.014 ±0.026

Multijet estimation ±0.008 ±0.021 <0.001 ±0.001 ±0.008 ±0.013

Luminosity ±0.001 ±0.001 <0.001 <0.001 <0.001 <0.001

Simulation statistics ±0.020 ±0.024 ±0.008 ±0.015 ±0.017 ±0.031

Total systematic uncertainty ±0.174 ±0.199 ±0.025 ±0.048 ±0.096 ±0.153
Total statistical uncertainty ±0.017 ±0.025 ±0.011 ±0.017 ±0.022 ±0.034

<latexit sha1_base64="jKOHE9pdc7fpqXuFffbGWbdnXqo=">AAAFrXicnZTfbtMwFMazrYFR/m1wyY3FAgxVK07Xrt3dJITEZZHoOmnpKsd1WzPbiWxnrLPyKrwXT8ItTpuNJSt0wjc59rF/3zlfZIcxo0pD+HNtfaPiPni4+aj6+MnTZ8+3tl8cqyiRmPRwxCJ5EiJFGBWkp6lm5CSWBPGQkX54/jHL9y+IVDQSX/UsJgOOJoKOKUbaLg23N34EIZlQYTQKE4ZkahjAAKfVYJohbz4iQoxOhAku1DmNAax3OE+rXSQRJ5pI8BZ8utQSYU1G4AKxhNiVXaWRrr8HQQCWAPYzwF/wfh1mWU97e3iKhCAMiEjyuoV6NZtstoKYwzpsNLxMxzPpYg4PvOVy18C+V/tGtCrQ/GYnp7VLtNYKmg5CJI1OvWJ1MK/OPyjxmv/mrTDDdNOhuXyXns0VM61Mw6KtmX6nKNVYUfkfVt7CgriXHV0QG7BI3F9B7A7N7FZtc9Lhcl99/z7VzZZWB9sLRssvMdv3YV4V3Tu8dg/+h3tXy+prL1ou//kV5pXuGhGjm+s43NrJus4GuBv4ebDj5KM73PoVjCKccCI0ZkipUx/GemCQ1BQzYrUSRWKEz9GEnNpQ2PurBmb+kKTgzTiSQE8JmM9v7zWIKzXjod3DkZ6qci5bXJobWVTCRUHY8IRpKqPvpXL0uDMwVMSJJgJbms2NEwZ0BLKnC4yoJFizmQ0QltQ2BOzrMH90pKpap/yyL3eD44b9OfXGl+bOEcw923ReOa+dXcd32s6R89npOj0HV9xKrdKstNwPbs8N3LPF1vW1/MxLpzDcyW9Cprfy</latexit>

Parameter Extracted value (stat.)

t-channel norm. +1.045± 0.022 (± 0.006)

W+jets norm. +1.148± 0.027 (± 0.005)

tt̄ norm. +1.005± 0.016 (± 0.004)

P t
x0 +0.01± 0.18 (± 0.02)

P t̄
x0 �0.02± 0.20 (± 0.03)

P t
y0 �0.029± 0.027 (± 0.011)

P t̄
y0 �0.007± 0.051 (± 0.017)

P t
z0 +0.91± 0.10 (± 0.02)

P t̄
z0 �0.79± 0.16 (± 0.03)

Left: extracted values for the different components of the top quark/antiquark polarisation vectors 
P = {Px´, Py´, Pz´}, together with background normalisations from the CRs. 

Right: statistical and systematic uncertainties (grouped by categories) in the measurement of the 
polarisation-components for top quarks/antiquarks.
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Angular variable �2/NDF p-value
cos ✓`x0 1.53/7 0.98
cos ✓`y0 4.25/7 0.75
cos ✓`z0 2.98/3 0.39

Impact of CtW and CitW on the unfolded spectra of cos θlx´ and cos θly´ ⇒ the particle-level prediction 
from the SM (∎) can be compared to the result from the best-fit values of CtW and CitW (∎).

Compatibility between the SM prediction and data 
for the unfolded differential distributions of cos θlx´, 
cos θly´ and cos θlz´ (χ2/ndf and p-values).
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Particle-level distributions of cosθlx´ (left) ad  cosθly´ (right)
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